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2000 Max Jacob Memorial Award Lecture

Vedat S. Arpacı
Professor

ASME Fellow
e-mail: arpaci@umich.edu

Department of Mechanical Engineering,
The University of Michigan,

2142 G. G. Brown,
2350 Hayward,

Ann Arbor, MI 48109-2125

Thermal Deformation: From
Thermodynamics to Heat Transfer
An infinitesimal change in heat flux Q is shown, in terms of entropy fluxC5Q/T to have
two parts, dQ5TdC1CdT, the first part being the thermal displacement and the sec-
ond part being the thermal deformation. Only the second part dissipates into internal
energy and generates entropy. This generation is shown to be dP5~C/T!dT. Thermo-
dynamic arguments are extended to transport phenomena. It is shown that a part of local
rate of entropy generation is related to local rate of thermal deformation by s-
52c i /T~]T/]xi!, wherec i5qi /T,qi being the rate of heat flux.
@DOI: 10.1115/1.1379953#

I Introduction
One gets used to thermodynamics rather than learning it.
Planck
The concept of entropy production is now assumed to be well-

understood~see, for example, Bird et al.@1#, Arpacı@2–6#, Bejan
@7–9#!. Recent interest in the topic has been primarily aimed at a
variety of engineering applications~see Bejan@10# for an exten-
sive review!. An inspection of the literature, however, reveals a
need for further studies on the Second Law. Specifically, in clas-
sical thermodynamics, the reversible entropy change in a system
comprising a bath at temperatureT1 separated by a partition from
another bath at temperatureT2 is given by

S22S15QS 1

T2
2

1

T1
D , T1.T2 , (1)

Q being the heat flux through the partition~Fig. 1!. An interpre-
tation of the right-hand side of Eq.~1! for an irreversible process
appears to have been overlooked in classical thermodynamics and
is the motivation of the lecture. Note that a finite temperature drop
cannot exist across a partition of no appreciable thickness. Actu-
ally, one needs to replace the ideal model of Fig. 1 dealt in ther-
modynamics with an actual model which involves a partition of
finite thicknessl separating two baths~Fig. 2!. In this model, the
bath in equilibrium at temperatureT1 transfers heat via an irre-
versible process over a distancel to the bath in equilibrium at
temperatureT2 .

First note the following remarks on the notation to be used in
this lecture. As is well-known, the efficiency of a Carnot cycle,
coupled with the definition of Kelvin absolute temperature, leads
to

R dQ

T
5

Q1

T1
2

Q2

T2
5(

Q

T
, (2)

where the left-hand notation was used in Fermi@11#, as well as
most of the texts on classical thermodynamics, while the right-
hand notation was used in Planck@12#. The Carnot cycle intro-
duces the concept of entropy flux

C5
Q

T
, (3)

and any reversible process related to this cycle introduces the
concept of~internal! entropy S as a thermal property. For any
finite ~reversible or irreversible! process, the Second Law states
that

S22S1>C, (4)

C being the net entropy flux through the boundaries. In terms of
the concept of entropy production,P, as a measure for the irre-
versibility of a process, the Second Law becomes

S22S15C1P, (5)

or, for an infinitesimal process,

dS5dC1dP, (6)

which may be expressed in terms of the heat flux as

dS5
1

T FdQ2S Q

T DdTG1dP. (7)

Note that Eq.~7! clearly definesQ anddQ according to the rules
of differential calculus. For aT-Constant reversible process, Eq.
~6! is reduced to the well-known relation,

dS5
dQ

T
. (8)

For aQ-Constant reversible process, however, it is reduced to

dS52QS dT

T2 D . (9)

Between two equilibrium states, Eq.~9! yields

Su1
25QS 1

TD U
1

2

, (10)

which is identical to Eq.~1!.
For aT-Constant process, now consider an irreversible process

between two reservoirs which are separated by a distancel ~Fig.
3!. First, assume the process to be infinitesimally~or locally! re-
versible. The entropy change relative to a reference stateS0 for
heatQ received by an infinitesimal system is

S2S05
Q

T
, (11)

the entropy change within the system for heat (Q1dQ) lost is

S02~S1dS!52
Q1dQ

T
, (12)

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 8,
2000; revision received February 20, 2001. Editor: V. K. Dhir.

Copyright © 2001 by ASMEJournal of Heat Transfer OCTOBER 2001, Vol. 123 Õ 821

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and the net entropy change within the system is the familiar result

dS5
dQ

T
, (8)

dQ being algebraic.
For an infinitesimally irreversible process,

dS5dC1dP, (6)

and the First Law is

dU5dQ, (13)

which is unaffected by the nature of the process. An alternative
form of the First Law, rearranged in terms of the entropy flux, is

dU5TdC1CdT, (14)

and the energy equivalent of the Second Law, obtained by multi-
plying it with temperature, is

TdS5T~dC1dP!. (15)

The difference between Eqs.~14! and ~15! gives

dU2TdS5CdT2TdP. (16)

Under the assumed local reversibility, the left-hand side of Eq.
~16! is naught because of Eqs.~8! and ~13!. Then, the right-hand
side yields

dP5S C

T DdT5S Q

T2DdT. (17)

For Q-Constant~recall Fig. 2!, the integration of Eq.~17! between
two reservoirs gives

Pu1
252QS 1

TD U
1

2

. (18)

A comparison of Eqs.~10! and ~18! reveals that

Su1
21Pu1

250, (19)

that is, the reversible entropy change in the two reservoirs is bal-
anced by the~irreversible!entropy production in the matter sepa-
rating them.

This lecture consists of four sections: following this introduc-
tion, Section II introduces thermal deformation into classical ther-
modynamics, Section III extends the concept into transport phe-
nomena, Section IV concludes the study.

II Thermal Deformation
Following Arpacı @6#, consider the First Law applied to the

control volume shown in Fig. 4,

dH05dQ2dW, (20)

where

H05U1pV1UK1UP (21)

Fig. 1 Ideal partition

Fig. 2 Real partition

Fig. 3 Local equilibrium
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is the stagnation enthalpy,V the volume,UK andUP the kinetic
and potential energies. Now, recall the definition of entropy flux
~Eq. 3!and, express heat flux in terms of entropy flux,

dQ5d~CT!5TdC1CdT, (22)

or, with a short-hand notation,

dQ5dQD1dQI , (23)

wheredQD5TdC is the part of heat flux due to thermal displace-
ment anddQI5CdT is the part of heat flux due to thermal
deformation1. Only the latter part dissipates into internal energy
and produces entropy. Although the concepts of displacement and
deformation are well-known in mechanics, they are apparently
overlooked in thermal science and are the motivation of this lec-
ture. After a sign change~reflecting the opposite sign convention
for pressure and stress related work!, let the stress related~dis-
placement plus deformation! work be split as2

dW52~dWD1dWI !, (24)

wheredWD is the displacement work and is the work involved
with the mechanical energy balance, anddWI is the deformation
work which dissipates into internal energy. Eq.~20! becomes, in
terms of Eqs.~21!, ~23!, and~24!,

d~U1UK1UP!5d~QD1QI !2d~pV!1d~WD1WI !. (25)

The mechanical energy balance, obtained either by eliminating
thermal effects from Eq.~25! or from the mechanical energy as-
sociated with Newton’s Law is

d~UK1UP!52Vdp1dWD . (26)

Note thatpdV and dWI are the only work terms reversibly and
irreversibly affecting the internal~thermal! energy. As is well-
known, a special case of Eq.~26! is the Bernoulli equation for
steady, incompressible, and inviscid flow.

Now, for a thermomechanical process, consider the energy dif-
ference

First Law2Mechanical Energy2T~Second Law!,

or

~Total2Mechanical2Thermal!Energy

which, in terms of Eqs.~25!, ~26!, and~6! yields

dU1pdV2TdS5dQI1dWI2TdP, (27)

or

dG5dQI1dWI2TdP, (28)

where

G5U1pV2TS, (29)

is the Gibbs function. Under local equilibrium,

dG50, (30)

or, because of locally uniformp andT,

dU1pdV2TdS50, (31)

and

dP5
1

T
~dQI1dWI !. (32)

Finally, let the internal energy, heat, and work associated with gas
radiation ~including infrared as well as visible spectra! be UR,
QR, WR, respectively. In the case of negligible relativistic effects,

UR!U, QR;QK, WR!W, (33)

provided the characteristic transport velocity remains much less
than the velocity of light. Then, under the influence of radiation,

Q5QK1QR, (34)

QK and QR respectively being the heat flow by conduction and
radiation.

Next, the thermal deformation discussed in this section is ex-
tended to transport phenomena which require as well consider-
ation of the momentum balance.

III Rate of Thermal Deformation

An Illustrative Example. Consider a fully developed steady
flow between two parallel plates in relative motion~Fig. 5!.

The local momentum balance for this flow is

1Clearly, a deformation~involving species, momentum, heat, electromagnetic, and
nuclear transport! dissipates into internal~thermal!energy. Less known is the fact
that the deformation may have a diffusive or hysteretic origin, the diffusion being
directional and the hysteresis being cyclical. However, except for a few cases~such
as strain hardening and electromagnetic saturation!, the majority of deformation pro-
cesses, including the deformation of radiation, are diffusive in nature and are the
concerns of this undertaking.

2The explicit tensorial form ofdW is left to Section III. Fig. 5 Couette flow

Fig. 4 Thermomechanical deformation
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05
dt

dy
(35)

and the rate of mechanical energy associated with the momentum
is

05vS dt

dyD . (36)

The rate of local thermomechanical energy conservation is

052
dqy

dy
1

d

dy
~vt!, (37)

where

d

dy
~vt!5vS dt

dyD1tS dv
dyD , (38)

the terms on the right-hand side respectively denote the rates of
mechanical displacement and deformation energy.

In a similar manner, the heat flux can be expressed in terms of
the entropy flux,

dqy

dy
5

d

dy
~Tcy!5TS dcy

dy D1cyS dT

dyD (39)

where the terms on the right-hand side respectively denote the
rates of thermal displacement and deformation energy. Also, the
rate of entropy balance is

052
dcy

dy
1s- (40)

and the rate of thermal energy associated with this balance is

05TS 2
dcy

dy
1s-D . (41)

Now, Eq. ~37! expanded in terms of Eqs.~38! and ~39! yields, in
view of Eqs.~36! and ~41!,

s-5
1

T S 2cy

dT

dy
1t

dv
dyD , (42)

where the right-hand side terms respectively denote the rate of
entropy production resulting from thermal and mechanical defor-
mations. Next, the foregoing one-dimensional example is ex-
tended to an unsteady multi-dimensional continuum which will be
assumed a Stokesean fluid.

Multi-Dimensional Continua. For a Stokesean fluid, the mo-
mentum balance in terms of the usual nomenclature is

r
Dv i

Dt
52

]p

]xi
1

]t i j

]xj
1r f i , (43)

where f i includes all body forces. In terms of the rate of entropy
flux,

c i5
qi

T
, (44)

the entropy balance~the rate of Second Law balanced by the rate
of local entropy production! is

r
Ds

Dt
52

]c i

]xi
1s-, (45)

wheres- denotes the local entropy production. Also, the conser-
vation of total energy~or the rate of First Law! including the rate
of heat flux expressed in terms of the rate of entropy flux,

]qi

]xi
[

]

]xi
~c iT!5T

]c i

xi
1c i

]T

xi
, (46)

is

r
D

Dt S u1
1

2
v i

2D52
]

]xi
~c iT!2

]

]xi
~pv i !1

]

]xj
~t i j v i !1 f iv i

1u-, (47)

where u- denotes dissipation of non-thermomechanical energy
into internal energy. Now, the fundamental difference of power,

Rate of Total Energy2~Momentum)iv i2~Rate of Entropy!T

or,

Rate of ~Total2Mechanical2Thermal!Energy

leads, in terms of Eqs.~43!, ~45!, ~47!, and the conservation of
mass,

Dr

Dt
1r

]v i

]xi
50, (48)

to

rS Du

Dt
2T

Ds

Dt
1p

Dv
Dt D52c i

]T

]xi
1t i j si j 1u-2Ts-, (49)

wheresi j is the rate of mechanical deformation. For a reversible
process, all forms of deformation vanish, and

Du

Dt
2T

Ds

Dt
1p

Dv
Dt

50 (50)

which is the Gibbs Thermodynamic relation. For an irreversible
process, Eq.~50! continues to hold provided the process can be
assumed in local equilibrium. Then, Eq.~49! gives the rate of
local entropy production

s-5
1

T F2cS ]T

]xi
D1t i j si j 1u-G , (51)

where the first and second terms in brackets respectively denote
the dissipation of thermal and mechanical energy into internal
energy, and the third term denotes the dissipation of any energy
~except for thermomechanical! into internal energy.

As an illustration of non-thermomechanical dissipation, con-
sider Joulean dissipation of electromagnetic power. For a plasma
flow prescribed by the MHD approximation~see, for example,
Shercliff @13#, Mitchner and Kruger@14#!, the electromagnetic
body force involved with Eq.~47! becomes

f i
e5~J3B! i , (52)

whereJ and B respectively denote the electrical current density
(A/m2) and the magnetic field (V.s), and J is given by Ohm’s
Law,

J5s~E1V3 B!, (53)

s being the electrical conductance (V21/m) and v i5(V) i the
flow velocity (m/s). For electromagnetic power, consider the dot
product of Eq.~53! with J,

J•J5s~E1V3 B!•J, (54)

which may be rearranged as3

J•J/s5E•J1~V3 B!•J, (55)

or, in terms of

~V3 B!•J52~J3B!•V, (56)

as

3Clearly,J•J5J2, but J is used only for the intensity of radiation.
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E•J5~J3B!•V1 J•J/s, (57)

or, by the notation of this manuscript,

EiJi5 f i
ev i1u-, (58)

EiJi being the total electromagnetic power,f i
ev i andJ•J/s respec-

tively the displaced and deformed~dissipated!electromagnetic
power.

Also, note the total mechanical power

]

]xi
~t i j v i !5v i

]t i j

]xj
1t i j si j , (59)

the first and second right-hand terms respectively denoting dis-
placed and deformed mechanical power.

Including radiation,qi now denotes the total heat flux involving
the sum of conductive and radiative fluxes,

qi5qi
K1qi

R . (60)

Now, consider the usual conductive constitution

qi
K52k

]T

]xi
(61)

and, following Arpacı@6#, introduce the radiative constitution

qi
R52

h

aM

]P i j

]xj
, (62)

where

P i j 5
4

3
Ebd i j 14(

n51

`
1

aM
2n S Mi jpq . . .

]

]xp

]

]xq
DEb (63)

with

Mi jpq . . . 5
1

4p E
V

~ l i l j l pl q . . . !dV. (64)

Herel i is the specular unit vector,Eb5sT4 the Stefan-Boltzmann
law for black body emissive power,aM5(aPaR)1/2 the mean
absorption coefficient,h5(aP /aR)1/2 the degree of nongrayness,
andaP andaR , respectively, the Planck and Rosseland means of
the absorption coefficient. A procedure for evaluation of Eq.~64!
in terms of the Wallis Integrals is described in Unno and Spiegel
@15#. After lengthy manipulations, the procedure leads to

P i j 54(
n50

`
¹2n22~2n] i] j1¹2d i j !Eb

aM
2n~2n11!~2n13!

, (65)

where ] i[]/]xi and ] i[]/]xj are used for notational conve-
nience. The same result may be found also in earlier works~see,
for example, Milne@16#!. The formal similarity of Eq.~65! to the
Hookean constitution for elastic solids should be noted.

For an alternative form of this stress, first consider the trace of
P i j ,

Pkk5(
n50

` S ¹2

aM
2 D n B

2n13
5J, (66)

whereJ is the spectrally and specularly averaged monochromatic
intensity,

J5E
n
E

V
I ndVdn. (67)

Next, in a manner similar the development of a viscous constitu-
tion from the elastic constitution~see, e.g., Prandtl@17#!, adding
identity

S 1

3
J2P i j D d i j 50 (68)

to Eq.~65!, theP i j -tensor may be rearranged in terms ofJ-scalar,

P i j 5
1

3
Jd i j 1(

n50

`
2n¹2n22@] i] j2~1/3!¹2d i j #B

aM
2n~2n11!~2n13!

. (69)

The apparent similarity of Eq.~69! to the Stokesean viscous stress
and the Maxwell electromagnetic stress should be noted. This
similarity is to be expected in view of the assumed homogeneity
for the elastic, viscous and electromagnetic continua~see, e.g.,
Stratton@18#, and Prager@19#!. The use of the first term of Eq.
~69! in place of Eq.~65! is the well-known Eddington approxima-
tion. The local thermo-electro-magneto-mechanical entropy pro-
duction resulting from the sum of thermo-electro-magneto-
mechanical deformations becomes

s-5
1

T F1

T S k
]T

]xi
1

h

aM

]P i j

]xi
D ]T

]xi
1t i j si j 1

J•J

s G . (70)

The reader is referred to Arpacı@3,4,6# and Arpacı and Es-
maeeli@20# for entropy production resulting from radiative defor-
mation.

IV Conclusions
The present lecture is based on the original idea of suggesting a

First Law in terms of entropy flux rather than the well known
classical approach expressing the Second Law in terms of heat
flux. Accordingly, heat flux is expressed by a product of tempera-
ture and entropy flux. A change in heat flux is identified as a
combination of thermal displacement and thermal deformation.
Only thermal deformation dissipates~irreversibly transforms! into
internal energy and produces entropy. In terms of thermal defor-
mation, the well-known thermodynamic irreversibility across a
thermal discontinuity is replaced by actual irreversibility across a
continuous thermal distribution. These considerations allow a
transition from equilibrium concepts introduced in classical ther-
modynamics to actual concepts utilized in transport phenomena
including heat transfer and gas dynamics.

An earlier version of this lecture was presented at the sympo-
sium on Thermal Science and Engineering honoring Chancellor
Chang-Lin Tien, held on November 14, 1995 in Berkeley, Cali-
fornia.
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Performance of Rectangular Fin
in Wet Conditions: Visualization
and Wet Fin Efficiency
An experimental study concerning the performance of a rectangular fin in both dry and
wet condition was carried out. The visual observation of the dehumidifying phenomenon
identified four regions, including the fully dry, very fine droplet, larger droplet, and film-
like region. Experimental results showed that the effect of dry bulb temperature on the wet
fin efficiency is very small. The dry fin efficiency is about 15–25 percent higher than that
of the corresponding wet fin efficiency. For fully wet condition, the effect of relative
humidity on the fully wet fin efficiency is also small. For partially wet surface, a consid-
erable influence of the relative humidity on the fin efficiency is encountered. Test results
for the fully wet fin efficiency agree well with some of the previous studies but disagree
with some of the previous investigations. The main cause to this controversy may be
attributed to the formulation of the relation between the humidity ratio and the fin tem-
perature. The fully wet fin efficiency decrease slightly with increase of fin base tempera-
ture. However, the effect of fin base temperature on the dry fin efficiency is relatively
small. @DOI: 10.1115/1.1391275#

Keywords: Dehumidification, Finned Surfaces, Heat Transfer

Introduction
Extended surfaces or fins are employed in heat exchangers for

effectively improving the overall heat transfer performance. Ex-
tensive researches were related to this subject with single-phase
heat transfer. However, there are many applications for extended
surfaces involved with two-phase flow. For instance, in the case of
cooling coils, when warm and humid air encounters a cold surface
that is below its dew point temperature, condensation will take
place and mass transfer occurs simultaneously with heat transfer.
The performance of the extended surfaces is different from that of
dry surfaces. One of the major differences for wet surfaces is the
pronounced drop of fin efficiency. There are intensive numerical
studies on the wet fin efficiency but only limited experimental
information. Table 1 summarized the related investigations about
the performance of extended fin surfaces under dehumidifying
conditions@1–17#.

However, as shown in Table 1, results of the relative humidity
on the fully wet fin efficiency of extended surfaces is quite con-
fusing. In the ARI 410-91 standard@1#, the method shows that the
fully wet fin efficiency is independent of inlet conditions~relative
humidity!. Notice that the method is based on the one-dimensional
analysis by Ware and Hacha@18#. An analogous approach by
Threlkeld @3# that incorporated with the influence of water film
also revealed that the effect of relative humidity on the wet fin
efficiency is also very small. Conversely, analysis by McQuiston
@4#, Hong and Webb@5#, Elmahdy and Biggs@6#, and Rosario and
Rahman@14,15#shows a significant decrease of fully wet fin ef-
ficiency when the relative humidity is increased.

The previous studies were based on the one-dimensional ap-
proach. For detailed evaluation of the wet fin efficiency, Chen@9#
and Liang et al.@17# proposed a two-dimensional model that took
the complex fin geometry and the moist air properties over the fin
into account. Both of these investigations reported that the fully
wet fin efficiency is relatively insensitive to change of relative
humidity. In addition, Liang et al.@17# had shown that the accu-
racy of the one-dimensional numerical model is comparable to

that of the two-dimensional model. Besednjak and Poredosˇ @16#
calculated the wet fin performance in a continuous fin-and-tube
heat exchanger utilizing a three-dimensional approach. Their cal-
culations also indicated that the fully wet fin efficiency is nearly
constant at high condensate loading.

The previous studies were carried out via analytical and nu-
merical approach. The only experimental work related to this sub-
ject was done by Coney et al.@7#. Coney et al.@7# reported per-
formance of a blunt and elliptical fin in a very thick copper fin~20
mm thick!. In their observation, they found that the copper fins
promote dropwise condensation and no film condensation is ob-
served. However, in practical implementation of the fin-and-tube
heat exchangers in HVAC&R application, aluminum alloy is often
employed. In view of the previous studies, though many analytical
efforts had been devoted to the extended surfaces in wet condi-
tions, it appears that considerable controversy still exits. Thus it
would be very helpful to clarify this phenomenon via experimen-
tal study. It is the objective of the present study to make clear of
this controversy.

Experimental Apparatus
Experiments were performed in an environmental chamber as

shown in Fig. 1. The test apparatus is based on the air-enthalpy
method proposed by ANSI/ASHRAE Standard 37@19#. Cooling
capacity was measured from the enthalpy difference of the air
flowrate across the test sample. The air flow measuring apparatus
is constructed from ASHRAE Standard 41.2@20#. Dry and wet
bulb temperature measurement devices of the airflow is con-
structed based on ASHRAE 41.1 Standard@21#. Experiments were
performed in an environmental chamber. The environmental
chamber can control the ambient conditions in the range of
10°C<TDB<50°C and 40 percent<RH<95 percent. Control
resolution for the related dry bulb and wet bulb temperature is
0.1°C.

For the experimental investigations, a model of extended sur-
face was designed and manufactured as depicted in Fig. 2. The
aluminum alloy 601 is chosen as the base and fin material because
of its relatively high thermal conductivity and rigidity. The fin is
100 mm deep, 100 mm wide, and 2 mm thick. The fins were
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mounted vertically on the aluminum alloy block as shown in Fig.
2. Care was taken to align the fin so that it was parallel to the air
flow. The base block was carefully machined to have 155
U-grooves. The width and height of the groove is 2 mm. Noticed
that a high thermal conductivity grease (k52.1 W/m•K) was used
to connect the fin and the base material to minimize the contact
resistance. A mean gap distance of 0.05 mm is assumed between
the attached fin and the base aluminum block. Actual fin base
temperatures were then corrected from the measured tempera-
tures. The fin spacing can be 3 or 8 mm. To measure the fin
temperature in both directions of transverse and longitudinal to
the airflow, a total of eighteen thermocouples were mounted on
one of the fins that is located near the center position. Detailed
locations of the thermocouples were shown in Fig. 2. These ‘T’-
type thermocouples were pre-calibrated with a resolution of

0.1°C. To heat and cool the fin, water was circulated via four holes
drilled beneath the fin base in the aluminum block. The water inlet
temperature of the test section was controlled by low temperature
thermostat. During the experiments, water was circulated with a
sufficiently high velocity~.3 m/s! to maintain the fin base tem-
perature at a constant level. For various operation frontal veloci-
ties, the thermostat temperature was adjusted to keep the variation
of the fin base temperature between inlet and outlet to be less than
0.2°C. The test conditions are given as follows:

Inlet dry bulb temperature: 20;27°C
Inlet relative humidity: 40;90 percent
Water temperature at the inlet: 2–9°C
Base fin temperature: 3;13°C
Droplet formulation on the fin was recorded by a JVC digital

video cam GR-DVM50 with a speed of 30 frames/s. Experimental
uncertainties are tabulated in Table 2.

Results and Discussion
In the visualization study, photographs were taken for frontal

velocities ranging from 0.3 m/s to 6 m/s. The corresponding fin
base temperature and inlet dry bulb temperature were maintained
at 9°C and 27°C with the inlet relative humidity ranging from 50
percent;90 percent. Selected photographs from the observations
for RHin550, 70, and 90 percent are shown in Figs. 3~a!, 3~b!,
and 3~c!, respectively. The corresponding fin temperature varia-
tion in both axial and radial direction are also plotted in Figs. 4~a!,
4~b!, and 4~c!. The dimensionless fin temperatureQ is defined as
(Tf2T`)/(Tf b2T`). The experiments were performed from high
velocity to low velocity. This is because quicker steady-state can
be achieved. Were experiments performed from low velocity to
high velocity, it would take much more time to reach the final
steady state. Notice that the final steady state is the same for both
test situation.

In Fig. 3~a!, at a high frontal velocity like 6 m/s or 4 m/s and an
inlet relative humidity of 50 percent, formation of the droplet can
be seen only at the vicinity of the fin base. One can clearly see the
boundary separating the dry and wet portion. Note that the drop
size at the boundary is very fine and the drop size increases as it
approaches to the fin base. The height of the boundary increases
as the frontal velocities are further decreased to 2.5 m/s or 1.5
m/s. The results may be further made clear from the correspond-
ing temperature variation of Fig. 4~a!. For a given frontal velocity,

Table 1 Experimental results for previous investigators

Fig. 1 Schematic of experimental setup
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the dimensionless temperatureQ at the leading edge (y/W
50.25) is lower than those of the trailing edge (y/W50.75). This
is because higher heat transfer performance is seen in the leading
edge. ForVf r50.3 m/s, the corresponding inlet dew point tem-
perature~evaluated asQdew,in5(Tdew,in2T`)/(Tf b2T`)! is lower
than the dimensionless fin temperature. This implies the whole fin
is in fully wet condition. However, for a frontal velocity of 1.5
m/s, the fin is in partially wet condition. A further increase of the
relative humidity, as can be clearly seen from Figs. 3~b! and 3~c!,
the wet portion on the fin is increased. Notice that the boundary
line is not horizontal, the dry portion near the leading edge is
larger than that of trailing region.

The observation is quite different from those assumption made
by the analytical analysis shown in Table 1. The analytical model
of the ‘‘partially wet’’ fin always assumed a horizontally boundary

line. The inclination of the boundary line increases with the de-
crease of velocity. Although the mean dew point temperature de-
creases along the airflow direction, by checking the visualization
results of Fig. 3 and the relevant temperature variation along the
fin from Fig. 4, the boundary line is located at the fin temperature
that is close to the inlet dew point temperature. This is because
the cross-flow arrangement of the present fin geometry. A further
decrease of frontal velocities to 0.75 m/s and 0.3 m/s cause the
boundary line to move up further. ForVf r50.3 m/s, as seen
from the fin temperature variation in Fig. 4~a!, the entire fin is
fully wet because all the fin temperature is below the inlet dew
point temperature.

The results ofRHin570 percent in Fig. 3~b!are analogous to
those of RHin550 percent with the dry-wet boundary being
moved further upward. Basically, the dehumidification phenom-
enon of a rectangular fin can be roughly classified into four re-
gion. For region~I! the fin temperature is above the inlet dew
point temperature, the surface is fully dry. For region~II! that is
near the dry-wet boundary, the drop size is very small~of the
order of 0.1;0.5 mm!. In region~II!, the heat transfer is similar to
dropwise condensation. Eventually, the very fine size of droplet
may grow up in the down stream of airflow and join with the
neighboring droplet to become larger droplets~region III!. In this
region, the larger droplet grew more quickly to a critical size,

Fig. 2 Enlarged view of the test section

Table 2 Summary of estimated uncertainties
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Fig. 3 „a… Droplet formation on a fin with RHinÄ50 percent, TDB,inÄ27°C, FsÄ3 mm, TfbÄ9°C; „b… droplet formation on a fin with
RHinÄ70 percent, TDB,inÄ27°C, FsÄ3 mm, TfbÄ9°C; and „c… droplet formation on a fin with RHinÄ90 percent, TDB,inÄ27°C, Fs
Ä3 mm, TfbÄ9°C.
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Fig. 3b „Continued. …
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Fig. 3c „Continued. …
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overcoming the force due to surface tension. They then rolled
randomly down the fin due to gravity, dragging other droplets and
drained the condensate close to the base of the fin. Notice that
region ~III! is quite unsteady when comparing to region~I! and
~II!. In region ~IV! that is close to the base portion, a thin film was
formed by the ‘‘washed away’’ droplet drained from region~III!.
Notice that a wave-like droplet may deposit on the film. It should
be pointed out that region~I! will disappear when the surface
temperature is below inlet dew point temperature and region~II!
may also disappear when the air velocity is low and the inlet
humidity is sufficiently high. As can be seen from Fig. 3~c!, the
region ~II! is not seen forVf r,1.5 m/s. The condensate drainage
phenomenon is especially pronounced in the leading portion of
the fin, one can see that the frequency of droplet falling off
from region ~II! is more rapid when comparing to the trailing
edge of the fin. This phenomenon can be interpreted as follows.
As is known, when the condensation takes place, the non-
condensable air will form at the interface between the water con-
densate and the airflow, the mass transfer resistance will inhibit
the heat transfer. In addition, the fall of local dew point tempera-
ture along the airflow direction will also contribute to reduce the
heat transfer performance.

The loss of performance for a fin is characterized as the fin
efficiency. This is defined as the ratio of actual heat transfer
through a fin surface to the heat transfer of an ideal fin at the base
fin temperature. The wet fin efficiency is calculated from the en-
thalpy fin efficiency, i.e.,

hwet5
i 2 i s,fin

i 2 i s, f b
(1)

Figure 5 shows the comparison of the dry fin efficiency and wet
fin efficiency atFs53 mm andRHin570 percent. At low frontal
velocities, the difference between dry and wet fin efficiency is
smaller than that at higher velocities. ForVf r50.3 m/s, the dry fin
efficiency is about 15 percent higher than that of wet fin effi-
ciency. The dry fin efficiency exceeds that of wet fin efficiency by
approximately 20 percent atVf r52.5 m/s. The effect of dry bulb

Fig. 4 „a… Variation of dimensionless temperature for
TDB,inÄ27°C, RHinÄ50 percent; „b… variation of dimensionless
temperature for TDB,inÄ27°C, RHinÄ70 percent; and „c… varia-
tion of dimensionless temperature for TDB,inÄ27°C,
RHinÄ90 percent.

Fig. 5 Effect of the dry bulb temperature on the dry and wet fin
efficiency
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temperature on the wet fin efficiency is also shown in this figure.
As expected, the effect of dry bulb temperature on the wet fin
efficiency is rather small.

The effect of inlet relative humidity on the corresponding dry
and wet fin efficiency is illustrated in Fig. 6. To avoid the presence
of partially wet conditions along the fin forRHin550 percent, the
fin base temperature shown in this experiment was reduced to
3°C, and only the fully wet fin efficiency is shown (Vf r
<1.5 m/s). One can see that the effect of relative humidity on the
fully wet fin efficiency is small. However, as mentioned in Table
1, many researchers had investigated the effect of relative humid-
ity on the wet fin efficiency, some of the researchers reported the
effect of relative humidity on the wet fin efficiency is very small
@3,6,7,9,11,17#but some of the researchers claimed a pronounced
decrease of wet fin efficiency relative to the increase of relative
humidity due to the presence of mass transfer@4,5,8,12,14,15#.
Hence, it would be very helpful to identify the controversy be-
tween these studies.

Considering the analysis of a fully wet rectangular fin using the
one-dimensional approach, the energy equation is usually derived
as the following form:

d2Tf

dx2 2
1

kf t
@ha~Tf2Ta!1 i f gKm~v f2va!#50, (2)

where t is the half-fin thickness, most of the investigators em-
ployed the Chilton-Colburn analogy~Chilton and Colburn,@22#!:

ha

KmCp
5Le2/3 or

ha

KmCp
51, (3)

where Le is the Lewis number, thus Eq.~2! can be rewritten as

d2u

dx22m0
2uS 11

i f g

CpLe2/3 ~va2v f ! D50, (4)

where

u5Ta2Tf (5)

m05AhaP

kfAc
. (6)

To solve Eq~4!, it is essential to relateva2v f and u. The
controversy in the investigators may be related to this approxima-
tion of the relation between the saturated humidity along the fin
surface to the fin temperature. McQuiston@4# used the assumption
that (va2v f)5C(Ta2Tf) in which C is a constant. Therefore,
Eq. ~4! can be solved relatively easily. Wu and Bong@11# argued
that this assumption is physically inappropriate, this is because for
fully wet condition at a fixed incoming air condition (Ta ,va) a
constantC will allow only one possible value of the surface tem-
peratureTf . Therefore, instead of the assumption of a constant
C value, several investigations had proposed linear relationship
~v f5a1bTf , Wu and Bong@11#! or quadratic relation~v f5a
1bTf1cTf

2, Coney et al.@6#, Chen@9#, and Liang et al.@17#! to
approximate the relation between humidity and surface tempera-
ture. These approaches are more rationally based. Note that in
fully wet region, the calculations by Coney et al.@6#, Wu and
Bong @11#, Liang et al.@17#, and Chen@9# indicated that the effect
of the relative humidity is very small. However, the calculated
results by McQuiston@4# showed a pronounced decrease to rela-
tive humidity. Although Coney et al.@6# showed the effect of
relative humidity is very small on fully wet fin efficiency, how-
ever, their another study@8# revealed an opposite trend~a consid-
erable drop of wet fin efficiency versus relative humidity!. In or-
der to explain the discrepancy, an examination of the Coney
et al.’s work is carried out. It indicated that the Coney et al.’s
work @8# is probably in error. Coney et al.@6# calculated the wet
fin efficiency in terms of the following form:

hwet5E
0

1S Rb

R DQ fdj, (7)

whereR is ratio of sensible to total heat transfer calculated at the
fin temperature, andRb is the ratio of sensible to total heat transfer
calculated at the fin base temperature.Q f is the dimensionless fin
temperature (Ta2Tf)/(Ta2Tf b) and j is the dimensionless dis-
tance from the fin base (5x/L). By use of a different formulation,
Coney et al.@8# defined the wet fin efficiency from the following
process:

hwet5
Qf in

Qid f
. (8)

The ideal heat transfer rate from a wet fin of a strip of fin atx with
a surface area is

Qid f52hov~Ta2Tf b!Ldx, (9)

wherehov is the overall air heat transfer coefficient and is given
by

hov5F11
i f gC

Cp
Gha (10)

C5Fva2v i

Ta2Ti
G>Fva2v f

Ta2Tf
G . (11)

Coney et al.@8# use a second order polynomial that fits the
psychrometric chart saturation line sufficiently well in the region
of the fin temperature variation, i.e.,v f51.207520.9125
31022Tf10.172631024Tf

2. Apparently, the overall air heat
transfer coefficient is related to the fin temperature variation along
the fin, and the overall heat transfer coefficienthov and the sen-
sible heat transfer coefficientha may not be assigning constant
value at the same time. Examination of the results and formulation
by Coney et al.@8# indicates that they might make a mistake by
simultaneously assigning constant values tohov and ha . As a
consequence, the calculated results of@6# and @8# showed a com-
pletely different trend.

Fig. 6 Effect of relative humidity on the dry and fully wet fin
efficiency
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In addition to the rectangular fin, Hong and Webb@12# also
showed that the wet fin efficiency decreases with increase of rela-
tive humidity in circular fin geometry. The results are not surpris-
ing because Hong and Webb@12# used the same assumption pro-
posed by McQuiston~C is constant!. It is interesting to note that
Elmahdy and Biggs@5# use a linear relationship (v f5a1bTf)
like Wu and Bong@11# but still reported a pronounced effect of
relative humidity on the fully wet fin efficiency. Based on a com-
plete mathematical proof, Kandlikar@23# re-examined the differ-
ential equation for the temperature distribution derived by El-
mahdy and Biggs@5#. He showed that the fully wet fin efficiency
should be independent of the relative humidity, and claimed an
erroneous numerical solution of Elmahdy and Biggs@5#. Rosario
and Rahman@14,15#, however, showed that the wet fin efficiency
is strongly influenced by the relative humidity. It is not clear about
the formulation of the relationship between the humidity ratio and
temperature in their study. Rosario and Rahman@15# argued their
differences to those by Wu and Bong@11# is associated with the
geometrical difference~rectangular fin versus circular fin!. How-
ever, for circular fin, both the calculated results by one-
dimensional and two-dimensional approach from Liang et al.@17#
revealed that the fully wet fin efficiency is relatively independent
of inlet relative humidity. In addition, a close examination of the
fin temperature variation from their calculation@15# indicated that
the fin may be in ‘‘partially wet’’ condition because part of the fin
temperature was above the inlet dew point temperature. Their for-
mulation is basically the same as Kazeminejad@10# who also pre-
sented the ‘‘partially wet’’ results in a rectangular fin. For a fin in
partially wet condition, a detectable drop of the wet fin efficiency
is expected~see Wu and Bong@11#!.

For a detailed evaluation of the wet fin efficiency, Chen@9# and
Liang et al.@17# had proposed a two-dimensional model that takes
into account of the complex fin geometry and the moist air prop-
erties over the fin. Both studies reported that the fully wet fin
efficiency is relatively insensitive to change of relative humidity.
The experimental results by Coney et al.@7# in a thick wet fin also
reveal that the fully wet fin efficiency is quite insensitive to
change of relative humidity. In summary, based on the experimen-
tal evidence and the deductions from the aforementioned adiscus-

sions, the present authors found that the fully wet fin efficiency
should be insensitive to change of relative humidity. For compari-
son purpose, calculated results by Wu and Bong@11# were also
plotted in Fig. 6. The results by Wu and Bong@11# also shows
relatively small dependence of inlet relative humidity. The fin ef-
ficiency of the experimental data agree favorably with the predic-
tive results by Wu and Bong@11#.

In some practical applications such as low relative humidity or
high intake velocities, part of the fin surfaces may be dry. In this
connection, fin efficiency may change significantly. Figure 7
shows the effect of inlet relative humidity on the fin efficiency of
a partially wet surface. One can clearly see a sharp drop of fin
efficiency in the partially wet region. The drop of fin efficiency is
especially pronounced with increase of frontal velocities. The re-
sults are analogous to those previous findings. The effect of fin
base temperature on the dry and wet fin efficiency is shown in Fig.
8. For a fully wet fin, the fin efficiency decrease slightly with
increase of fin base temperature. Approximate 10 percent drop of
wet fin efficiency is observed when the fin based temperature is
increased from 5°C to 13 deg. The increase in fin base tempera-
ture may increase the value of the slope of saturated air humidity
ratio, and hence increase the fin parameterm. As a consequence, it
would reduce the fin efficiency. Also shown in Fig. 8, relative to
the wet fin, the associated drop of dry fin efficiency is compara-
tively small.

Conclusions
An experimental study concerning the performance of a rectan-

gular fin in both dry and wet condition was carried out. Based on
the test results and observation, the following conclusions are
made.

1 Visual observation of the dehumidification along the enlarged
aluminum fin indicated the droplet formation can be roughly clas-
sified into four region. In region~I!, the fin temperature is above
the inlet dew point temperature, the surface is fully dry. In region
~II! that is nearby the dry-wet boundary, the drop size is very
small ~of the order of 0.1;0.5 mm!and the heat transfer mode is
similar to dropwise condensation. In region~III!, the very fine size

Fig. 7 Effect of inlet relative humidity on the partially wet sur-
face

Fig. 8 Effect of fin base temperature on the fully wet efficiency
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of droplet may grow and join with the neighboring droplet to
become larger droplet. In region~IV! that is close to the base
portion, a thin film was formed.

2 The effect of dry bulb temperature on the wet fin efficiency is
very small. Depending on the frontal velocities, the dry fin effi-
ciencies are about 15;25 percent higher than the corresponding
wet fin efficiency.

3 For fully wet condition, the effect of relative humidity on the
fully wet fin efficiency is also small. The results agree well with
some of the previous numerical calculations. However, some of
the previous investigations show significant influence of inlet rela-
tive humidity on the fully wet efficiency. The main causes to the
controversy between these calculated results from various inves-
tigators may be attributed to the formulation of the relation be-
tween the humidity ratio and the fin temperature, and mixed with
‘‘partially wet’’ fin efficiency. The fully wet fin efficiency decrease
with increase of fin base temperature. However, the effect of fin
base temperature on the dry fin efficiency is relatively small.

4 For a partially wet surface, a significant drop of fin efficiency
is observed as the inlet relative humidity is decreased.
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Nomenclature

Ac 5 cross-section of fin
Amin 5 minimum free flow area

Ao 5 total surface area
C 5 parameter

Cp 5 moist air specific heat at constant pressure
Dh 5 hydraulic diameter54AminW/Ao
Fs 5 fin spacing
ha 5 sensible heat transfer coefficient for wet coils

hov 5 overall heat transfer coefficient
i 5 air enthalpy

i f g 5 latent heat of water condensate
i s, f b 5 saturated air enthalpy evaluated at fin base tempera-

ture
Km 5 overall mass transfer coefficient
kf 5 thermal conductivity of fin
L 5 fin depth~see Fig. 1!

Le 5 Lewis number
m 5 fin parameter

m0 5 parameter defined in Eq.~6!
ṁa 5 air mass flow rate

P 5 perimeter of the fin
Qf in 5 actual heat transfer rate from the fin
Qid f 5 maximum heat transfer rate from the fin

R 5 ratio of sensible to total heat transfer calculated at the
fin temperature

Rb 5 ratio of sensible to total heat transfer calculated at the
fin base temperature

ReDh 5 Reynolds number based on hydraulic diameter
RH 5 relative humidity

RHin 5 inlet relative humidity of the intake air
t 5 half-fin thickness

T 5 temperature
TDB 5 dry bulb temperature

TDB, in 5 inlet dry bulb temperature of the intake air
Tdew,in 5 inlet dew point temperature

Ta 5 air ambient temperature
Tf 5 fin temperature

Tf b 5 fin base temperature

T` 5 ambient temperature
Vf r 5 frontal velocity
W 5 width of the rectangular fin~see Fig. 1!
v 5 humidity ratio

va 5 air humidity ratio
v f 5 humidity ratio evaluated at fin temperature
v i 5 humidity ratio evaluated at the interface of conden-

sate and air
x 5 distance from the fin base
y 5 distance from the leading edge of fin

hdry 5 dry fin efficiency
hwet 5 wet fin efficiency of a wet circular fin

h f 5 fin efficiency
Q 5 dimensionless fin temperature(Tf2T`)/(Tf b2T`)

Qdew,in 5 (Tdew,in2T`)/(Tf b2T`)
u 5 Tf2Ta
j 5 dimensionless distance from the fin base (5x/L)
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Numerical simulations have been performed to study the flow and heat transfer charac-
teristics in the annular space between an inner smooth-cylinder rotating at constant
angular velocity and an outer stationary grooved one. A first series of calculations were
conducted to determine the ranges of Taylor number and longitudinal aspect ratio for
which a two-dimensional modeling can be considered as valid. To this end, a map show-
ing the domain of validity of two dimensional computations is presented. The assumption
of circumferential periodicity of the flow is then justified in the range of Taylor numbers
investigated. A number of simulations were carried out to investigate the effects of the
geometrical parameters describing the cross section of the grooved annulus for various
Taylor numbers. To end, correlations describing the influences on the main parameters
both on the friction factor and Nusselt numbers are derived by using a design of experi-
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1 Introduction
Grooved annuli are devices commonly used in electric rotating

machinery since periodically embedded cavities made in the lon-
gitudinal direction of the rotor or stator are beneficial both for
electromagnetic purpose and for removing heat generated within
the device. The present numerical study deals with convective
heat transfer across the gap between concentric cylinders in which
no axial flow occurs. The outer cylinder is axially grooved while
the rotating inner cylinder has a smooth surface. For this geom-
etry, the assumption of two-dimensional~r, u! flow is valid for an
annulus of infinite length with the inner cylinder rotating at a
velocity corresponding to subcritical Taylor number. The flow in-
duced in the narrow annulus exhibits clear similarities with the
circular Couette flow. However, the recirculations in the grooves
render the flow two-dimensional, even at very low speed of rota-
tion. When the Taylor number exceeds a critical value, Tac , the
recirculating flows in the grooves are superimposed on the Taylor
vortices so that the flow is much more complicated than for a
smooth annulus.

Amongst the first studies devoted to grooved annuli, Gazley@1#
considered several configurations through combinations of nine
geometries of the rotor and seven for the stator. His experimental
main results were on the investigation of the mean Nusselt num-
ber. Similar to a smooth annulus, the transition from Couette flow
to Taylor flow causes a significant increase in the Nusselt number
although the critical Reynolds number was found to be slightly
modified by the presence of the grooves. The experiments showed
that the Nusselt number is smaller before the transition than in the
case of a smooth annulus whereas it is larger after the transition,
whatever the geometry was. For subcritical flows, the value of the
Nusselt number differs slightly according to the geometry consid-
ered. The onset of Taylor vortex flow was deeply investigated in
the experimental study of Tachibana and Fukui@2# and it was
observed that the value of Rec can be higher, lower or close to the
one obtained for smooth concentric cylinders of infinite length
according to the fluid viscosity. Concerning the mean skin-friction
coefficient, it was shown thatCf decreases linearly with Re21 for

low Reynolds numbers and exhibits a maximum above the first
transition ~Yamada@3#!. For higher values of Re, it was shown
that the geometry of the groove has almost no effect on the mean
Nusselt number~Lee and Minkowycz@4#!.

Numerical simulations were carried out by Murphy and Patan-
kar @5# in a study devoted to the cooling of electrical machinery.
They considered fins distributed on the inner cylinder and a para-
metrical study on the geometry of the grooves was conducted. The
two-dimensional simulations were for low Reynolds numbers and
the computational domain was restricted to one groove only by
assuming circumferential periodicity of the flow. Symmetry of the
flow about the spanwise midplane and circumferencial periodicity
were also assumed by Hayase et al.@6#. Their simulations were
for groove opening angles of 10 deg and 20 deg and for an angu-
lar periodicity of 30 deg so that twelve grooves constituted the
complete annulus~the computational domain was thus restricted
to 30 deg!. Two and three-dimensional computations were per-
formed and comparisons of the results showed a good agreement
at low Reynolds numbers. Taylor vortices were obtained for Re
greater than 185 and significant differences were found between
the mean Nusselt numbers calculated by using two-dimensional or
three-dimensional modeling. From the distributions of local Nus-
selt numbers at the grooved cylinder, they also demonstrated that
the heat transfer rate presents a sharp peak at the part of the
groove wall impacted by the fluid. The study of Ziouchi@7# on the
influence of the geometry of the groove at low Reynolds numbers
revealed that the heat transfer rate decreases when increasing the
opening angle of the grooves. When the depth of the grooves is
increased, the mean Nusselt number starts to decrease strongly
and becomes then almost independent of the depth. For supercriti-
cal Reynolds numbers, an optimal opening angle for a maximum
in heat transfer was shown to exist while the effect of the depth
was found to be much less. Sommerer et al.@8# investigated nu-
merically the influences of the radial clearance between rotor and
stator, of the depth of the grooves, and of the curvature. They also
found a linear dependence ofCf with Re21 and exhaustive com-
putations were conducted to correlate the dependency ofCf with
the non-dimensional parameters describing the geometry. It
should be mentioned here that all of the previous numerical stud-
ies were performed by assuming a circumferential periodicity of
the flow. However, it is not yet clear that this assumption is valid.
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For example, flow visualizations of Pecheux et al.@9# revealed
unsteadiness in the flow and non-periodicity in the case of an
annulus having a large aspect ratio (A5128) at Reynolds num-
bers just above the critical value for the onset of Taylor vortices.
The present numerical study focuses attention on the convective
heat-transfer characteristics in an annulus with a grooved outer
cylinder and a smooth inner cylinder rotating at constant angular
velocity. The rectangular grooves are periodically embedded in
the outer cylinder. Both inner and outer cylinders are kept isother-
mal, the inner cylinder being hotter. The conservation equations
and boundary conditions are presented in dimensionless form in
section 2 together with the definitions of the skin-friction coeffi-
cient and Nusselt numbers used in the course of the analysis of the
results. Section 3 contains a summary of the numerical method
employed. Tests performed to verify the accuracy of the numerical
procedure and grid independency of the results are shown also.
Section 4 contains discussions of the computer simulations. The
important points are as follows:

1 The ranges of Taylor number and longitudinal aspect ratio for
which a two-dimensional modeling can be considered as
valid are first determined through comparisons between two-
dimensional and three-dimensional calculations. A map
showing the domain of validity of two-dimensional compu-
tations is presented.

2 The assumption of circumferential periodicity of the flow is
justified in the range of Taylor numbers investigated.

3 The influences on the friction factor and Nusselt number of
the four geometrical parameters describing the cross section
of the annulus is deeply investigated.

4 General correlations describing the influences on the main
parameters both on the friction factor and Nusselt numbers
are determined by using a design of experiment method
~DOE!.

5 The accuracy of the correlations obtained is examined.

2 Problem Formulation
A sketch of the geometry investigated is shown in Fig. 1. The

radii of the heated inner cylinder and of the cooled outer cylinders
arer i8 andr is8 , respectively. The depth of a groove is characterized
by the outer radius of the stator,r es8 , and the axial length of the
annulus isL8. The inner cylinder rotates with a constant angular
velocity V i while the outer cylinder is stationary. The two cylin-
ders are at different but uniform temperatures. Such a geometry
can be defined by the following set of dimensionless parameters:

• ratio of the radius of the stator to the radius of the rotor:R
5r is8 /r i8

• radius ratio of the groove:Rg5r es8 /r is8
• opening angle of the groove:ug
• angle of the groove pitch:up

• axial aspect ratioA5L8/e8, where e85r is8 2r i8 is the gap
width

The three-dimensional Navier-Stokes and energy equations for
incompressible, Newtonian fluid flows are used in cylindrical co-
ordinates (r 8,u,z8). The flow is assumed to be laminar with con-
stant properties. Buoyancy effects and viscous heating are ne-
glected in the present study. The governing equations are put into
dimensionless form by scaling velocity withui85V i r i8 , pressure
with rui8

2, axial coordinate with the gap widthe85r is8 2r i8 , and
time with e8/ui8 . The dimensionless temperature difference is de-
fined asT5(T82To8)/(Th82Tc8) with the reference temperature
To85(Tc81Th8)/2. The dimensionless radial coordinate isr 5(r 8
2r i8)/e8 so thatr 50 at the rotating cylinder,r 51 at the inner
surface of the grooved stationary cylinder, andr 5r e at the base of
the grooves withr e5(RgR21)/(R21).

The continuity, momentum, and energy equations in dimension-
less form are
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Fig. 1 Definition of the geometry
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whereh5(R21) is the curvature parameter andf 5(hr 11) a
radial function.

The rotational velocity of the inner cylinder is characterized
either by a rotating Reynolds number based on the hydraulic di-
ameter of the annulus or by a Taylor number which are defined as

Re5
r i8V ie8

n
, Ta5

R221

2
Re2. (6)

The flow is assumed to be periodic in the peripheral direction
with the angle of the groove pitch as the angular periodicity, and
symmetric about the spanwise midplane of the annular gap.
Therefore, the computational domain was restricted to one groove
only, half in length with periodical boundary conditions imposed
in the peripheral direction atu50 andu5up , no-slip, imperme-
able and adiabatic conditions atz50, and symmetric conditions at
z5A/2. The dimensionless boundary conditions for the problem
under consideration are thus written as follows:

r -direction: H r 50 and 0,u,up :ur50, uu51, uz50, T51
r 51 and 0,u,u1 or u2,u,up :ur5uu5uz50, T50
r 5r e and u1,u,u2 :ur5uu5uz50, T50

, (7)

whereu15(up2ug)/2 andu25(up1ug)/2.

u-direction: H F~r ,0,z!5F~r ,up ,z!
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5
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whereF stands for the three velocity components, pressure, and
temperature.

z-direction: H z50:ur5uu5uz50,
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Most of the numerical results shown in the following sections
will be discussed in terms of friction factors and Nusselt numbers.
Since a literature survey shows that various expressions of these
quantities have been considered, it is better to make clear how
they are defined in the present study.

The local shear stress at the inner wall is

tv i52mr i8
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The torqueG acting on the inner cylinder is
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From Eq.~10!, a local friction coefficient can be introduced as
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, (12)

which can be expressed in terms of the dimensionless variables as
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From the definition ofG, an averaged friction coefficient is given
by

Cf5
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pr i8L8r~V i r i8!2 5
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Cf~u,z!du dz. (14)

The heat transfer results are presented in terms of local and
mean Nusselt numbers at the inner cylinder. In the absence of
axial flow, the local Nusselt number based on the temperature
difference between the rotor and the stator is the generally ac-
cepted parameter and is also being used in the present study. The
local heat transfer rate at the inner cylinder is defined as

qi8~u,z8!52k
]T8

]r 8
U

r
i8

5hi~u,z8!~Th82Tc8!. (15)

In order to reduce the dependence on the gap ratio, the Nusselt
numbers considered in the course of the analysis of the numerical
results are given in terms of the ratio of the convective heat flux at
the inner cylinder to the conductive heat flux for a smooth annulus
given by

qco,i5
Th82Tc8

r i8

k
ln~R!

. (16)

Therefore,

Nu~u,z!5
hi~u,z!r i8

k
ln~R!. (17)

Or, equivalently, in terms of the dimensionless variables intro-
duced above

Nu~u,z!52
ln~R!
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]T

]r U
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Calculations have been carried out for three-dimensional and
two-dimensional~r, u!-cases. The mean Nusselt numbers pre-
sented are defined as

Nui5
r i8hi

k
ln~R!, (19)

wherehi51/Ai*0
Aihi(u,z)dAi .

Ai being the area of the inner cylinder of lengthL8. For the
two-dimensional cases, thez-dependence of the heat transfer co-
efficient is omitted andAi52pr i8 .

3 Numerical Method
The equations governing the fluid motion were solved using a

standard, staggered grid, finite-volume method with the
SIMPLER algorithm for the pressure correction. For the convec-
tive terms, the QUICK scheme was used to interpolate from the
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main grid points onto the control volume faces. The momentum
and energy equations were cast in transient form, and the time-
integration was performed by using an ADI scheme. All the com-
putations discussed in the present paper were carried out on uni-
form grids. The teeth of the outer cylinder were considered as a
part of the flow domain through the introduction of a Darcy’s term
in the momentum equation. A zero permeability was set into the
teeth and an infinite permeability within the groove. Similarly,
much higher thermal conductivity of the teeth than that of the
fluid insured uniform temperature of the grooved cylinder. The
convergence criteria for the solution was

(
X

uXi2Xi 21umax

Xmax
,«,

where superscripti denotes the iteration number, andX is a gen-
eral symbol used forur , uu , P, and T. Since we considered
forced convection flow with constant fluid properties, the tem-
perature field was calculated after having obtained the velocity
field. An independent convergence criterion for temperature was
thus introduced in order to insure that the thermal steady-state
régime was reached. In order to determine the appropriate value
of the convergence criteria, the dependence of the mean friction
coefficient and Nusselt number on« was studied. The conver-
gence to steady-state was shown to be independent of« provided
that «<1025 for the velocity components and pressure, and«
<1026 for temperature.

3.1 Test Calculations. Grid refinement tests were per-
formed both for two-dimensional and for three-dimensional com-
putations in order to check the independence of solutions on the
grid size. All the computations were carried out for the basic
geometry of the cross-section~R51.0526,Rg51.2, up530 deg,
ug510 deg,A510!.

When assuming two-dimensionality of the flow field, the grid
distribution was varied from 20322 to 3203352 in the~r, u!-
plane. Table 1 gives a comparison of the mean friction coefficients
and mean Nusselt numbers obtained with various grids. The re-
sults of the calculation with a 40344 grid differ less than 1.5
percent onCf and less than 1 percent onNu from the results
obtained with the finest grid~3203352 points!. The use of the
QUICK discretization scheme for the convective terms explains
the relative accuracy obtained on coarse grids. As a conclusion,
the chosen grid structure was 1603176, optimizing the number of
control volume while allowing to predict accurate results.

Grid tests for three-dimensional calculations were conducted
for Ta5280 andA510. On account of the computational time
requirements, only two grids~r, u, z! were considered: 20322
320 and 40344340. The difference obtained are about 2.5 per-
cent onCf and Nu ~for a 20322320 grid Nu50.915 andCf

53.575 1022 while Nu50.892 andCf53.654 1022 for a 40

344340 grid!. We also investigated the importance of grid size
in the spanwise direction and the results obtained are reported in
Table 2 for a supercritical Taylor number of Ta52570. The dif-
ferences in the friction coefficient and in the Nusselt number be-
tween the 20322320 and 20322340 grids are 2.8 percent and
0.2 percent, respectively. Owing to the large computational time
required, most of the three-dimensional computations were carried
out by using a 20322320 grid for A510.

Predictions of the mean Nusselt number as a function of a
modified Taylor number, Ta* 54(R11)2Ta, are compared with
experimental and numerical data presented by Bouafia et al.@10#
~1999! as shown in Fig. 2. Here the reference heat flux is the
conductive flux for a grooved annulus, the value of which being
numerically determined for a stationary inner cylinder (Ta*
50). For the geometry considered in@10# ~R51.0357, Rg
51.1034, up57.5 deg, ug53.28 deg, A520!, the ratio of the
conductive flux for a grooved annulus to the one for a smooth
annulus~Eq. 16! is 0.897. The current results using a 22322
340 grid agree well with these data up to Ta* 5105. The present
computations were not carried on for higher Ta* because we be-
lieve that the steady-state solutions lose their reliability after this
Ta* . The slightly higher experimental values ofNu at low Taylor
numbers are probably due to the influence of free convection as it
has been verified experimentally~Gardiner and Sabersky@11#!.
The experimental data show indeed that the effect of the vortex
motion onNu is postponed to a modified Taylor number of about
4000 compared to a value of about 2000 which is numerically
predicted in the absence of free convection. However, it should be
noted that the onset of Taylor vortices cannot be accurately pre-
dicted through a step increase inNu since their effect on the heat
transfer rate is almost negligible when the vortex intensity is very
small

4 Results and Discussion

4.1 Validity of Two-Dimensional Calculations. Since the
purpose of the present work is to evaluate the heat transfer in a
grooved annulus for steady state, two-dimensional flows, we de-
termined firstly the ranges of Taylor number and longitudinal as-
pect ratio for which the two-dimensional assumption can be con-
sidered as valid. As it has been established experimentally and
numerically, the flow becomes three-dimensional in a grooved
annulus when the rotational velocity of the inner cylinder, or the
Taylor number, exceeds a critical value which corresponds to the
onset of Taylor cells since the base flow~i.e., as soon as the inner
cylinder rotates! is two-dimensional. In addition, the two-

Fig. 2 Comparison of mean Nusselt number with experimental
results and numerical predictions †10‡

Table 1 Mean friction coefficient and mean Nusselt number
for various two-dimensional grids at Ta Ä1,300

Table 2 Mean friction coefficient and mean Nusselt number
for various three-dimensional grids at Ta Ä2.370
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dimensional assumption is not valid when the axial aspect ratio is
less than a certain value, even in the case of a smooth annulus,
because the end effects characterized by Ekman cells propagate in
the whole annulus. Due to the periodicity of the geometry, the
calculations presented in previous studies~Murphy and Patankar
@5#, Hayase et al.@6#, Ziouchi @7#, Sommerer et al.@8#, Bouafia
et al.@10#! were made for one angular period only in order to save
CPU-times. However, the experimental study of Pe´cheux et al.@9#
does not show any angular periodicity in the flow in the case of a
grooved annulus of large axial aspect ratio (A5128) for Ta just
above the critical value. Therefore, this assumption is discussed in
what follows through computations made for one, three or the
totality of the grooves. The geometry considered in this section is
for R51.0526,Rg51.2, up530 deg,ug510 deg.

Critical Taylor Number. The value of the critical Taylor num-
ber for the onset of Taylor vortex flows, Tac , was determined as a
function of the longitudinal aspect ratio. Figure 3 shows the limits
of the three flows re´gimes obtained: three-dimensional flows due
only to end effects, two-dimensional flows in the major part of the
annulus provided that the aspect ratio is large enough (A.40),
and three-dimensional multicellular flows whatever the aspect ra-
tio is. When Ta is increased, cellular vortices appear in the vicinity
of the planez5A/2. For Ta.Tac the vortex intensity suddenly
increases which produces wavy isolines of the tangential velocity

~Alziary de Roquefort and Grillaud@12#!. A sample of the plots of
the iso-uu in the planeI ~as marked in Fig. 1!is shown in Fig. 4
for A520. The critical Taylor number for a smooth, infinite long
annulus was theoretically found to be Tac51841 @13#. Calcula-
tions carried out by introducing cyclic boundary conditions in the
spanwise direction forA510 ~for example!and a smooth outer
cylinder leads to a Tac-value in close agreement with the theoret-
ical prediction (1825,Tac,1850). The experimental works on
flow field characteristics in isothermal, grooved annuli are very
few. To our best knowledge, the data on the critical Taylor number
were deduced from heat transfer measurements. However, since
free convection exerted an important influence on the results at
low Taylor numbers due to the large difference between the rotor
and the stator temperatures~up to 110°C in@10#! the data on Tac
published in the archival literature cannot serve as a reference to
check the reliability of the results from the present study. Numeri-
cal predictions of Tac are still quite difficult to perform because of
the large time of computation required to obtain meaningful
steady-state solutions~even by using supercomputers!. Experi-
mental studies conducted in smooth annuli have indeed revealed
that the dimensional time for the occurrence of the Taylor vortices
is about 15 rotating times@14#. This is probably why it was
claimed in previous numerical studies conducted for the same
radius ratio and stator geometry than in the present study and for
A510 that the value of the critical Reynolds number is Rec
5185 (Tac51847) although any numerical simulation was carried
out to check this assertion~Hayase et al.@6#, Ziouchi@7#, Bouafia
et al.@10#!. In the present study, we obtained Tac>1275(625) or
Rec>153.5(61.5) for A510. Tac is reduced when decreasing the
axial aspect ratio because the end cells of strong intensity sweep
into the central part of the annulus for smallA, and produce flow
instabilities.

End Effects. In order to determine the axial aspect ratio above
which a two-dimensional modeling can be considered as valid,
three-dimensional computations were carried out for various as-
pect ratios~A55, 10, 20, 40, and 80! at a low Taylor number
(Ta5300). Figure 5 shows the variations of the mean friction
coefficient as a function of the axial aspect ratio. The value ofCf
for a two-dimensional model~annulus of infinite axial length! was
found to beCf50.0277. As it can be seen,Cf decreases when
increasing the aspect ratio because the relative influence of the
shear stress at the end walls is reduced. The rotating cells located
at the end parts of the annulus~Ekman cells!increase the local
value of the friction coefficient,Cf(u,z), because the radial gra-
dient of the tangential component of the velocity increase sharply.
When integratingCf(u,z) on the surface of the inner cylinder, this
increase inCf(u,z) have a significant influence on the mean co-
efficient if the aspect ratio is small. At this low Taylor number, the
Eckman cells do not propagate within the central part of the an-
nulus provided that the aspect ratio is large enough, sayA520.

Fig. 3 Flow regimes and variations of Tac versus the axial
aspect ratio

Fig. 4 Iso- u u†0„0.1…1‡ near the first transition in the plane I for
AÄ20

Fig. 5 Variation of the mean friction coefficient with the axial
aspect ratio for TaÄ300 „three-dimensional computations ….
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The difference betweenCf for A520 andA580 is less than 10
percent, and it is less than 3 percent betweenA540 andA580.
Therefore, it can be considered that the three-dimensional struc-
ture of the flow has a negligible effect onCf for A.40. The same
conclusion can be drawn for other subcritical Taylor numbers be-
cause the present calculations lead to a correlation in the form of
Cf5a(A)Ta21/2, whatever the axial aspect ratio is. In addition,
the influence of the axial length on the mean Nusselt number can
be considered as negligible since the difference between the re-
sults for A55 and A580 is less than 1 percent. The adiabatic
conditions applied at the end walls explain this result.

Circumferential Periodicity. We have already mentioned that
the assumption of circumferential periodicity of the flow is a con-
troversial point@9# for Ta just above Tac , although previous nu-
merical works were based on this assumption because of the pe-
riodicity of the geometry. The results obtained by considering one,
three or the twelve grooves are reported in Table 3 for Ta ranging
from 300 to 1,300. It can be seen that the discrepancies between
the values ofCf andNu for the three angles of computation are
less than 1 percent in the whole range of Ta considered.

Comparisons of the velocity and temperature fields have shown
an excellent agreement between the profiles stem from simula-
tions for 1, 3, or 12 grooves. The geometric periodicity of the flow
is clearly displayed in Fig. 6 where the angular variations of
Cf(u) and of Nu~u! on the inner cylinder are reported for Ta
51300. It can be seen that the minimums of the friction coeffi-
cient and the maximums of the Nusselt number occur foru-values
close to the symmetry line of the grooves (u>15 deg,@30 deg#,
345 deg). The minimums of Nu~u! are located at the center of the
narrow gap sections (u>0 deg, @30 deg#,360 deg), where the ef-
fect of the groove is the lowest. The maximums ofCf(u) are at
u>20 deg,@30 deg#,350 deg because the downward recirculating
flows within the grooves have a significant effect on the tangential
flow.

4.2 Influence of the Geometry. The purpose of this section
is to investigate the effect of the geometry for various speeds of
rotation. For two-dimensional flows, the geometrical parameters
and their domains of variations considered are

• the radius ratio of the annulus:R5r is /r i : 1.007<R<1.11
• the radius ratio of the groove:Rg5r es/r is : 1.01<Rg<1.4
• the opening angle of the groove:ug : 2 deg<ug<24 deg
• the groove pitch:up : 14.4 deg<up<120 deg

The reference geometry~i.e., the geometry investigated in the
works of Hayase et al.@6#, Ziouchi @7#, and Bouafia et al.@10#!
was defined by the following values of these parameters:R
51.0526,Rg51.2, ug510 deg,up530 deg. When the influence
of one parameter was studied, the three others kept the above
values. The four parametric studies were conducted for seven val-
ues of the Taylor number~Ta5100, 200, 300, 500, 750, 1000, and
1250!.

Samples of isotherms forR51.0526 with Ta51000 are shown
in Fig. 7. The reference geometry is displayed in Fig. 7~a!
whereas the other configurations are for the same radius ratio of
the annulus so that the dimensional rotational speed of the inner
cylinder is the same for all of the cases considered. When decreas-
ing the radius ratio of the groove, the recirculating flow is damped
and heat is transferred mainly by conduction into the cavity~Fig.
7~b!!. On the other hand, increase of the opening angle of the
groove enhances the flow in the groove and thus the average tem-
perature of the recirculating fluid~Fig. 7~c!!. However, such an
increase does not compensate for the reduction in the heat transfer
through the narrow part of the annulus gap, as it will be shown in
what follows. Figure 7~d! shows that the isothermal pattern in the
groove is very similar to the one predicted for the reference ge-
ometry. Since the opening angle of the groove has been reduced in
proportion to the pitch angle, it is clear that the heat transfer
across the annulus gap is increased.

Influence of the Radius Ratio.Computations were carried out
for twelve values ofR. From the variations of the mean friction
coefficient versus Ta shown in Fig. 8~a! it is found thatCf varies
linearly with Ta21/2 for all the radius ratios considered. Like for a
smooth annulus, increase inR yields an increase inCf . However,
it should be mentioned that the rotation speed of the inner annulus
decreases while the width of the annulus gap increases when in-
creasing the radius ratio if Ta is kept constant. Therefore, the

Fig. 6 Local Nusselt number and friction coefficient along the
inner cylinder for TaÄ1300

Fig. 7 Isothermal patterns †0„0.1…1‡ for various configurations
of cross sections with RÄ1.0526 and at TaÄ1000: „a… Rg
Ä1.20, upÄ30 deg, ugÄ10 deg „b… RgÄ1.02, upÄ30 deg, ug
Ä10 deg „c… RgÄ1.20, upÄ30 deg, ugÄ24 deg; and „d… Rg
Ä1.20, upÄ120 deg, ugÄ10 deg

Table 3 Mean Nusselt number and mean friction coefficient
for various two-dimensional computations
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torque acting on the inner cylinder decreases whenR increases.
For a smooth annulus, the theoretical expression ofCf is given by
@3#:

Cf5
4R2

R11
Re215

4R2

R11
AR221

2
Ta21/2. (20)

Equation~12! describes well theCf calculated for the geometry of
the groove investigated over most of the range of radius ratio
considered here since the difference is about 9 percent forR
51.007 ~Cf smooth51.694.1022, Cf grooved51.538.1022! and 2.5
percent for R51.11 ~Cf smooth57.957.1022; Cf grooved

57.752.1022! at Ta5100. Obviously, the effect of the groove on
the friction coefficient is less at large gap width. The Couette
velocity distribution in a smooth annulus and the numerical veloc-
ity profile at the center of the groove (u515 deg) axis are plotted
against the curvature functionf (r ) in Fig. 9 for R51.007 andR
51.11. It can be seen that the discrepancy between the theoretical
and the numerical variations ofuu near the inner cylinder is much
less for the largest radius ratio. From the 84 computations reported
in Fig. 8~a!, the following correlation has been obtained:

Cf5~25.7215.87R!Ta21/2 1.007<R<1.11 ~Rg51.2, up

530 deg, ug510 deg! (21)

Figure 8~b!shows that the mean Nusselt number increases slightly
with Ta, especially for the largest values ofR for which the pres-
ence of the groove has a marginal effect on the flow structure
close to the inner cylinder for Ta,Tac . It can also be observed
that the radius ratio is not a very influential parameter onNu at
large Taylor numbers whenR>1.03 since the differences inNu
for R51.03 and forR51.11 are only 1.3 percent at Ta51000.
For smaller radius ratios, the recirculating flow within the groove
disturbs the temperature field up to the inner cylinder all the more

since Ta is large. Therefore, the variations ofNu as a function of
Ta are different from the one observed in a smooth annulus. From
the computations carried out forR>1.03 reported in Fig. 8~b! the
following correlation was derived:

Nu5~0.07210.745R!Ta~0.11620.099R! (22)

Influence of the Radius Ratio of the Groove.The radius ratios
of the groove investigated in this part are ranging fromRg
51.01 to Rg51.4. The friction coefficient was found again to
decrease linearly with Ta21/2 for each value ofRg , whereas the
radius ratio of the groove has a rather small effect onCf owing to
the one-third ratio ofug /up . The variations of the mean Nusselt
number as a function of the radius ratio of the groove are shown
in Fig. 10 for various Ta. When the depth of the groove is very
small, Rg51.01 for example, recirculating flows cannot develop
andNu is almost independent of Ta, and close to unity since it can
be assumed that the one-dimensional Couette flow is recovered.
When increasingRg up to 1.03, the heat transfer rate decreases
independently of Ta because the flow remains basically one-
dimensional while the exchange area at the cold surface increases.
Figure 10 shows that there is a criticalRg at which recirculations
can develop within the grooves. This critical value is a function of
Ta, and is obviously higher for low Taylor numbers. ForRg
>1.05, the recirculations systematically produce a heat transfer
enhancement when increasing the speed of rotation. However, the
increase inNu is almost independent of the depth of the groove
for Rg>1.10. The explanation is that the increase of the heat
exchange area at the cold surface almost compensates for the in-
tensification of the recirculating flow in the groove, except for low
Ta numbers at which slight decreases inNu are seen at the highest
values ofRg .

Fig. 8 Variations of Cf and Nu versus Ta for different radius
ratios Fig. 9 Variation of the tangential velocity-component for Ta

Ä100 versus the curvature function: „a… RÄ1.007; and „b… R
Ä1.11
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Influence of the Groove Pitch.The groove pitch was varied
from up514.4 deg toup5120 deg while the groove angle was
kept toug510 deg. Therefore, the number of groove at the outer
cylinder circumference was varied from 3 to 25. Figure 11~a!
displays anew a linear decrease ofCf with Ta21/2 for all of the
groove pitches investigated. When the groove pitch is increased,
the effect of the groove in the reduction ofCf becomes less im-
portant, and the theoretical value for a smooth annulus is asymp-
totically reached. For example, the difference between the numeri-
cal result for up5120 deg and the theoretical prediction for a
smooth annulus is of the order of 1 percent at Ta51000
(Cf smooth55.02.1022, Cf grooved54.96.1022!. On the other
hand, a decrease inup up to up514.4 deg~25 grooves!yields a
8.5 percent difference. From the variations ofCf with up a corre-
lation of the following form can be derived:

Cf5~0.520.039e20.073up21.052!Ta21/2. (23)

The Nu variations with Ta shown in Fig. 11~b! being much less
than with the groove pitch, except for a number of groove exceed-
ing 20 (up<17.14 deg), it can be assumed that the influence of Ta
on Nu is small. Therefore, a correlation as a function ofup only
can be derived as

Nu50.97320.131e~14.42up/14.618! (24)

Influence of the Opening Angle of the Groove.The computa-
tions carried out for various opening angles of the grooves show
again a linear decrease ofCf with Ta21/2 ~Fig. 12~a!!. When in-
creasingug , the friction coefficient is reduced since the average
gap width is increased. The following correlation forCf was de-
rived:

Cf5~0.51823.86.1023ug!Ta21/2. (25)

The mean Nusselt number also decreases when increasing the
opening angle of the grooves whileNu is almost independent of
Ta ~Fig. 12~b!!. ThereforeNu can be well correlated withug as:

Nu51.0294220.01088ug . (26)

4.3 Design of Experiments. The purpose of this section is
to derive a general correlation to describe the influence of the
main parameters both on the friction coefficient and on the mean
Nusselt number. The statistical design of experiment~DOE! is
well adapted to the present problem because the number of influ-
ent parameters renders difficult to derive such a correlation
through the examination of the effect of one parameter while the
others are kept constant.
According to the previous parametric study, we opted for a first-
order polynomial because it was shown that the variations of the
responses~Cf andNu! are almost linear. However, the interactions

Fig. 10 Variations of the mean Nusselt number: „a… Nu versus
Ta for various Rg ; and „b… Nu versus Rg for various Ta

Fig. 11 Variations of Cf and Nu versus Ta for various up

Fig. 12 Variations of Cf and Nu versus Ta for various ug
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between the factors were accounted for. The number of param-
eters to investigate and the levels to run them have to be decided,
knowing that the addition of a new parameter is possible if the
model obtained is not satisfactory. These criteria lead us to use a
centered complete factorial design, and the numerical experiments
were conducted by changing all the parameters to their extreme
values. When using a linear model, 2k experiments are necessary
for k parameters. In the present work, regressed variables were
employed and the coefficients were obtained by using the Yates
algorithm@15#. In order to reduce the number of computations, we
eliminated the non influent parameters as observed in the paramet-
ric study.

Empirical Model for the Friction Coefficient. It has been
shown that the friction coefficient is almost independent of the
radius ratio of the groove. On the other hand, the variation ofCf

with Ta is systematically proportional to Ta21/2. Therefore, it is
not necessary to carry out additional computations for modeling
the effects ofRg and Ta. Thus, these two parameters were arbi-
trarily fixed to Rg51.4 and Ta5100, and only three parameters
have to be considered. Eight numerical experiments were thus
conducted forR, ug , and up varying in the ranges 1.007,R
,1.10, 2 deg,ug,17 deg and 18.9 deg,up,120 deg. A linear
model forR andug is well suited but the variation ofCf with up
follows an exponential relationship. According to Eq.~23!, a first
parametrical transformation permits to properly depict such a be-
havior

up85e20.073up. (27)

Since normalized regressed variables should be used, the follow-
ing parametrical transformations were introduced

R* 521.5054R222.656 (28)

ug* 50.13̄ug21.26̄ (29)

up8* 57.958up82157.96e20.073up21. (30)

The results of the numerical simulations are reported in Table 4
together with the coefficients of the correlation. The model is as
follows:

Cf5a01a1R* 1a2ug* 1a3up8* 1a12R* ug* 1a13R* up8*

1a23ug* up8* 1a123R* ug* up8* . (31)

Comparisons of the coefficients show the preponderance of the
radius ratioR in the variation of the friction coefficient sincea1 is
one order of magnitude greater than the other coefficients. For
example, in the case of the basic geometry considered in the
present work~R51.0526,Rg51.2, up530 deg,ug510 deg!and
Ta5100, the variation ofCf is about 18 percent when increasing
R from R51.007 toR51.10. The variation ofCf is 3 percent
only for 1.01<Rg<1.4; 7 percent for 14.4 deg<up<120 deg,
and 17 percent for 2 deg<ug<24 deg. Therefore, small variations
in R produce large changes inCf . The influences ofup andug are
of the same order, and the double and triple interactions are very
weak, except forup andug .
An inverse parametrical transformation and multiplication of the
coefficients by Ta21/2 yield the empirical model as

Cf5@b01b1R1b2ug1b3ed1up1b12Rug1b13Red1up

1b23uged1up1b123Ruged1up#Ta21/2 (32)

with

b0526.59989 b3520.1873777 b2357.707863 1022

b156.72302 b12523.196993 1023 b123528.906456 1022

b252.682974 1023 b1350.201516 d1520.0730392

The domain of validity for the above correlation is:

A>40 and Ta,Tac , ~ two-dimensional flows!

1.007<R<1.10 1.01<Rg<1.4.

2 deg<ug<17 deg 18.9 deg<up<120 deg

Empirical Model for the Nusselt Number.According to the
results of the parametric study, the groove pitch and the opening
angle of the groove are the most important parameters since the
changes inNu are about 3 percent in the range of variation of Ta,
and small effects ofR and Rg were observed if their ranges of
variations are restricted to 1.05<Rg<1.4 and to 1.03<R<1.11.
According to Eq.~24! the following parametrical transformation
on up is made first:

up85e20.054up. (33)

The regressed variables are obtained using the parametrical trans-
formation ~29! for ug and the following one forup8 :

up8* 57.958up82157.96e20.073up21 (34)

With R51.0526,Rg51.2, and Ta5100, only the four calculations
reported in Table 5 were necessary to obtain the linear model. The
correlation obtained for the regressed variables is as follows:

Nu5a01a1up8* 1a2ug* 1a12ug* up8* . (35)

Table 4 DOE parameters for Cf

Table 5 DOE parameters for Nu
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The values of the coefficients show that all of the terms, including
the interaction term, have a similar influence. The inverse para-
metrical transformation leads to the correlation

Nu5b01b1ed1up1b2ug1b12uged1up (36)

With

b051.00182 b2526.260028 1022 d1520.0538433
b1522.117312 1023 b12523.997931 1022

The domain of validity for correlation~36! is

A>40 and Ta,Tac , ~ two-dimensional flows!

1.03<R<1.10 1.05<Rg<1.4. 2 deg<ug<17 deg

18.9 deg<up<120 deg.

Accuracy of theCf and Nu Correlations. The DOE method
used to derive the correlations allows to reach a high level of
accuracy for the coefficients. However, it is needed to check the
accuracy of the responses, the adequacy of the mathematical
model used and the levels to run the factors. To this end, the
results given by correlations~32! and ~36! were compared with
the numerical results obtained through the parametric study.

Friction Coefficient. Figure 13 shows a good agreement be-

Fig. 13 Comparisons between calculations and correlation about the mean friction coefficient: „a… Cf versus R; „b… Cf versus
Rg ; „c… Cf versus up ; „d… Cf versus ug ; and „e… Cf versus Ta.
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tween correlation~32! and the numerical simulations, whatever
the value of a parameter is. It is relevant to notice that the varia-
tion of Cf with R, which is the dominant parameter, is nicely
reproduced by Eq.~32!. Also, the linear decrease ofCf with
Ta21/2 imposed in the correlation is appropriate as it is displayed
in Fig. 13~e!. Finally, the accuracy in the torque coefficient calcu-
lated with correlation~32! can be estimated to be about 6 percent.

Nusselt Number. The results for the Nusselt number are re-
ported in Fig. 14 for all the geometrical parameters. Figures 14~a!
and 14~b!are for the parametersR andRg which were assumed to
have a negligible influence when deriving correlation~36!. The
discrepancy is less than 3 percent forR and less than 2 percent for
Rg so that the assumptions used can be considered as valid. There-
fore, the dominant parameters are indeed the opening angle of the
groove and the groove pitch, as it is shown in Figs. 14~c! and
14~d!. The adequacy of the exponential variation ofNu with up
appears clearly since the maximum discrepancy is less than 3
percent. Concerningug , the best domain of validity of the corre-
lation is 2 deg,ug,17 deg but it is still working up toug
522.5 deg within a 10 percent accuracy. Finally, it can be con-
cluded that overall accuracy of the correlation is about 3 percent.

5 Concluding Remarks
The three-dimensional computations discussed in the present

paper permit to accurately establish the domain of validity of the
two-dimensional assumptions for the flow in a grooved annulus of
finite length. It has been shown that a two-dimensional modeling
is valid provided that Ta,Tac>1350, andA>40. A special atten-
tion was paid to check the circumferential geometric periodicity
of the flow. According to those limitations, two-dimensional com-
putations may be carried out to physically understand the influ-
ence on the flow of each geometrical parameter and of the rota-

tional speed. Investigations of the effects of the problem
parameters on the friction coefficient and on the Nusselt number
allowed us to chose a mathematical model for correlatingCf and
Nu as a function of the geometrical and flow parameters. The use
of a DOE method leads to a good accuracy and the values ofCf
andNu can be predicted with an accuracy of about 6 percent and
3 percent, respectively, for a large range of geometrical param-
eters and rotational velocity.
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Nomenclature

A 5 axial aspect ratio of the annulus,A5L8/e8
Ai 5 area of inner cylinder
Cf 5 friction coefficient
e8 5 rotor-stator gap width,e85r is8 2r i8

f 5 radial function,f 5hr 11
G 5 torque acting on the inner cylinder
h 5 heat transfer coefficient
k 5 thermal conductivity

L8 5 length of the annulus
Nu 5 Nusselt number

P 5 pressure
q 5 heat flux density

qco 5 conductive heat flux
R 5 radius ratio,R5r is8 /r i8

Rg 5 radius ratio of the groove,Rg5r es8 /r is8

Fig. 14 Comparison between calculations and correlation about the mean Nusselt number: „a… Nu versus R; „b… Nu versus
Rg ; „c… Nu versus up ; „d… Nu versus ug
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Re 5 Reynolds number~Eq. 6!

r i8 , r es8 5 radius of inner and outer cylinder, respectively
r is8 5 inner radius of outer cylinder
r e 5 dimensionless inner radius of the outer cylinder,

r e5(RgR21)/(R21)
T 5 temperature

Ta 5 Taylor number~Eq. 6!

Th8 , Tc8 5 inner and outer cylinder temperature, respectively
T08 5 reference value of temperature,T085(Tc81Th8)/2

ur , uu , uz 5 radial, tangential, and axial velocity components,
respectively

Greek Symbols

up 5 angle of the groove pitch
ug , u1 , u2 5 angles determining the groove configuration~Fig.

1!
n 5 kinematic viscosity of the fluid
m 5 dynamic viscosity of the fluid
r 5 density of the fluid
h 5 curvature parameter,h5R21

tv 5 local shear stress
V i 5 angular velocity of inner cylinder

Superscripts

8 5 dimensional quantity
— 5 mean quantity

Subscripts

i 5 inner cylinder
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DNS of Turbulent Heat Transfer in
Channel Flow With Heat
Conduction in the Solid Wall
The Direct Numerical Simulation (DNS) of the fully developed velocity and temperature
fields in the two-dimensional turbulent channel flow coupled with the unsteady conduction
in the heated walls was carried out. Simulations were performed at constant friction
Reynolds number 150 and Prandtl numbers between 0.71 and 7 considering the fluid
temperature as a passive scalar. The obtained statistical quantities like root-mean-square
temperature fluctuations and turbulent heat fluxes were verified with existing DNS studies
obtained with ideal thermal boundary conditions. Results of the present study were com-
pared to the findings of Polyakov (1974), who made a similar study with linearization of
the fluid equations in the viscous sublayer that allowed analytical approach and results of
Kasagi et al. (1989), who performed similar calculation with deterministic near-wall
turbulence model and numerical approach. The present DNS results pointed to the main
weakness of the previous studies, which underestimated the values of the wall temperature
fluctuations for the limiting cases of the ideal-isoflux boundary conditions. With the results
of the present DNS it can be decided, which behavior has to be expected in a real
fluid-solid system and which one of the limiting boundary conditions is valid for calcula-
tion, or whether more expensive conjugate heat transfer calculation is required.
@DOI: 10.1115/1.1389060#

Keywords: Channel Flow, Conjugate, Heat Transfer, Numerical Methods, Turbulence

Introduction
The Direct Numerical Simulation~DNS! became an important

research tool of the turbulent heat transfer in the last decade@1#.
Review of the turbulent heat transfer research in that time is given
by Kasagi and Iida@2#. Particular attention was paid to the DNS
of the fully developed turbulent channel flow, as it reveals the
basic mechanisms of the convective heat transfer between the
fluid and the solid wall. The first such DNSs were made by Kim
and Moin@3# and Kasagi et al.@4# at moderate Reynolds numbers
and Prandtl numbers of about one or less. Later, Kawamura et al.
@5#, Na and Hanratty@6# performed DNS of the turbulent channel
at Prandtl numbers up to ten. Kawamura et al.@7# studied the
influence of the Prandtl and Reynolds number and showed very
weak influence of the Reynolds number on the turbulent heat
transfer statistics~mean temperature, RMS-fluctuations, turbulent
heat fluxes!in the near-wall region.

All the simulations mentioned above used isothermal boundary
condition for the dimensionless temperature, which corresponds to
the physical configuration where the fluid with negligible density,
heat capacity and thermal conductivity is heated by a thick wall
with high density, high heat capacity and high thermal conductiv-
ity ~thermal activity ratioK5Ar fcp fl f /rwcpwlw→0!. Compari-
son of isoflux (K5`) and isothermal (K50) boundary condi-
tions has been given by Kong et al.@8#, who performed DNS of
the developing turbulent thermal boundary layer and observed the
temperature fluctuations on the isoflux wall. Tiselj et al.@9# per-
formed DNS of the turbulent flume flow with ideal isothermal and

ideal isoflux thermal boundary condition and analyzed the differ-
ences between both types of boundary condition at Pr51 and Pr
55.4.

In order to reveal the details of the heat transfer near the wall
with a given thickness and material properties (rw ,cpw ,lw) a
coupled problem of turbulent heat transfer and unsteady heat con-
duction in the solid wall has to be solved. Such conjugate heat
transfer was studied by Polyakov@10#, Khabakhpasheva@11#, Si-
nai @12#, Kasagi et al.@13#, and Sommer et al.@14#. They showed
analytically and experimentally, that the temperature fluctuations
on the fluid-solid interface differ for different fluid-solid systems.
The detailed study of conjugate heat transfer by Kasagi et al.@13#
was performed with unsteady two-dimensional model of near-wall
turbulence@15# and simultaneous solution of fluid energy equation
and equation for solid heat conduction. Kasagi et al.@13# showed
that in the experiments performed with air the wall temperature
fluctuations are usually negligible. The experiments with water
can be performed at almost isothermal boundary condition if a
thick copper plate is used as a heater~Khabakhpasheva@11#! or at
almost isoflux boundary condition, if the heated wall is very thin.
Experiments with near-isoflux boundary condition were per-
formed by Iritani et al.@16# and Hetsroni and Rozenblit,@17# and
Mosyak et al.@18#. Probably the most accurate measurement of
thewall temperature fluctuations at almost isoflux boundary con-
dition was performed by Mosyak et al.@18# with water as a work-
ing fluid.

In the present work DNS was coupled with unsteady heat con-
duction in the wall. Simulations were performed at friction Rey-
nolds number Ret5150 and Prandtl numbers between 0.71 and 7.
Results are compared with other DNS studies and with the Kasagi
et al. @13# study of conjugate heat transfer. The main deficiencies
of the simpler and cheaper methods used for conjugate heat trans-
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fer calculations in the past@10,13#are discussed. Value of the wall
temperature fluctuations for the ideal isoflux boundary condition
is shown to be the crucial parameter for such simpler models, and
the most accurate predictions of the wall temperature fluctuations
under ideal isoflux boundary conditions are obtained by DNS.

Governing Equations
The flow in the channel is assumed to be fully developed. Both

walls are assumed to have the same thickness, identical material
properties, and the same constant volumetric heat source. The
computational domain is shown in Fig. 1. The governing equa-
tions of the fluid, normalized with channel half widthh, friction
velocity ut , kinematic viscosityn, and friction temperatureTt
5qw /(utr/cp f) can be found in the papers of Kasagi et al.@4# or
Kawamura et al.@5#:

D•uW 150, (1)

]̄uW 1

]t
52¹•~uW 1uW 1!1

1

Ret
¹2uW 12¹p11W x , (2)

]u1

]t
52¹•~uW 1u1!1

1

Ret•Pr
¹2u11

ux
1

uB
1 . (3)

The terms 1W
x ~unit vector in streamwise direction! and ux

1/uB
1

appear in the Eqs.~2! and~3! due to the splitting of the tempera-
ture and pressure gradients into mean and fluctuating part. Such
splitting is required by the numerical scheme that is using periodic
boundary conditions in the streamwise and the spanwise direc-
tions.

As can be seen from Eqs.~1!–~3! temperature is assumed to be
a passive scalar. This assumption introduces two approximations:
~1! neglected buoyancy and~2! neglected temperature dependence
of the material properties—especially viscosity and heat conduc-
tivity. Therefore, results of the present study are very accurate
only for the systems, where the temperature differences are not
too large, while some caution is required for the systems, where
the temperature differences are not negligible. The buoyancy can
be for example neglected in the water flume experiment of
Hetsroni and Rozenblit@17#, while the viscosity and heat conduc-
tivity vary for approximately 10 percent in the range where the
experiment was performed.

Dimensionless equation of heat conduction in the wall with
internal heating is~see Kasagi et al.@13#!:

]u1

]t
5

1

Ret•Pr
¹112u12

K

d11 , (4)

where ¹112 is the non-dimensional Laplace operator, and
2K/d11 dimensionless internal heat source.

At the solid-fluid interface the boundary conditions for tem-
perature and heat flux are

u f
15uw

1 , (5)

K
]u f

1

]y1 5
]uw

1

]y11 . (6)

Mean dimensionless temperature at both fluid-solid interfaces is
fixed to zero:^u1(y561)&x,z,t50, while the outer wall bound-
aries are assumed to be adiabatic.

Numerical Procedures
The fluid equations are solved with pseudo-spectral scheme us-

ing Fourier series inx andz directions and Chebyshev polynomi-
als in wall-normaly direction. Second-order accurate time differ-
encing~Crank-Nicholson scheme for diffusive terms and Adams-
Bashfort scheme for other terms! is used with maximum CFL
numbers approximately 0.4 and 0.2 for Pr50.71 and Pr57 re-
spectively. Numerical procedure and the code of Gavrilakis et al.
@19#, modified by Lam and Banerjee@20# and Lam@21# are used
to solve the continuity and momentum equations.

The two following major modifications of the code were per-
formed for the present study:

1 Several energy equations with different boundary conditions
~up to 40!are solved in parallel with a single velocity field solu-
tion. This approach reduces the CPU time but increases the re-
quired physical memory of the computer.

2 Heat conduction equations in both walls are solved with a
mixture of spectral and finite difference method and coupled with
the fluid energy equation. A natural approach is to retain the Fou-
rier series inx and z directions~the same series are used in the
fluid!, while the remaining set of the first order partial differential
equations iny direction

]u i , j
1

]t
5

ki
21kj

2

Ret•Pr
u i , j

1 1
1

Ret•Pr

]2u i , j
1

]y1122
K

d11 d i , j (7)

is solved with the Crank-Nicholson finite difference scheme on an
equidistant grid for each pair of wave numberski ,kj . The tri-
diagonal system of linear equations resulting from the Crank-
Nicholson discretization has one more unknown variable then the
number of the linear equations. This unknown variable is deriva-
tive ]u i , j

1 /]y11 at the fluid-solid boundary. The same derivative
(]u i , j

1 /]y1) remains unspecified also on the fluid side and is de-
termined from the boundary conditions Eqs.~5! and ~6!. Tri-
diagonal system inside the wall is solved in three steps:

1 Despite the additional unknown variable on the fluid-solid
boundary the tri-diagonal system can be transformed into the two-
diagonal system. As a result of this transformation the following
linear equation is obtained on the fluid side of the fluid-solid
boundary:

a~ui, j
1!1

n111bS]ui, j
1

]y1D
1

n11

5c. (8)

Values of coefficientsa, b, c are known, outer subscript ‘‘1’’ de-
notes the boundary point and superscript ‘‘n11’’ denotes un-
known values at time stepn11.

2 Equation~8! is used as a mixed type boundary condition for
the solution of the fluid energy equation, which is solved in the
second step. The value of the derivative]u i , j

1 /]y11 at the fluid-
solid boundary follows from the known fluid temperatures.

3 The wall temperatures are calculated in the third step from
the remaining two-diagonal system and known value of derivative
]u i , j

1 /]y11 at the fluid-solid boundary.

Eq. ~7! was first solved separately to test the accuracy~grid
refinement!and to estimate the time required to achieve statisti-
cally steady state distribution of the temperature fluctuations in-Fig. 1 Flow geometry
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side the solid wall. Different oscillatory boundary conditions
(cos(kxx1kzz1vt)) with different wave numbers and frequencies
were imposed on one side of the heated wall at time zero, keeping
the other side adiabatic. Propagation of the temperature fluctua-
tions inside the wall was observed at different wall thickness and
material properties. These calculations predicted faster conver-
gence for higher wave numbers and thinner walls. Predicted con-
vergence was similar to the convergence observed in DNS for
thick walls, while the DNS convergence for thin walls turned out
to be slower than the convergence predicted by the separate solu-
tions of Eq. ~7!. Finally, the same time interval was used to
achieve the development of the temperature fluctuations inside all
type of walls. Appropriate number of grid points inside the wall in
the wall-normal~y! direction was found to be between 2 points for
the thinnest wall (d1150.5) and 40 grid points for the thickest
walls ~d11520, d11550.!.

Calculations

„1… Non-Conjugate Heat Transfer Calculations at Pr
Ä0.71. The first part of the present analysis was DNS with two
temperature fields at the same Prandtl number but with different
types of thermal boundary conditions: isoflux and isothermal,
without wall heat conduction. For the air Prandtl number Pr
50.71 computation, the DNS computational domain was 5p and
p ~2356 and 471 in wall units! in the x andz directions, respec-
tively. 128364 Fourier modes and 97 Chebyshev polynomials
were used inx, z, andy directions respectively~see Table 1 for the
simulation parameters!. The time increment was 0.12n/ut

2 and the
averaging was performed over time interval 6000n/ut

2 after the
fully developed flow was achieved. One criterion used to judge
whether the velocity and thermal fields are fully developed was
temporal behavior of the volume averaged bulk velocity and bulk
temperatures (^ū&x,y,z ,^u&x,y,z), that were acceptable when they
did not show any global increase or decrease over a time interval
of a few thousandn/ut

2 time units. Another criteria for fully de-
veloped velocity and thermal fields were time and space averaged
values of friction velocity and the frictions temperatures, which
had to be within 0.5 percent of their expected values.

The applied resolution~Dx1518.4, Dy150.0824.9, Dz1

57.4! is equal to the resolution applied by Kasagi et al. in 1992
@4# for a DNS with identical Reynolds and Prandtl numbers. The
difference between the present DNS and DNS of Kasagi et al.@4#
is two times shorter period inz direction in the present DNS~2p
versusp!, which is partially compensated with longer averaging
period than in the calculation of Kasagi~6000 versus 2100n/ut

2!.
The results shown in the next section at Pr50.71 are calculated as
described above, although another calculation was performed on
the finer grid 1923145396, time step 0.09n/ut

2 and averaging
time 6000n/ut

2, which show that the agreement of the first-order
statistics is within the estimated statistical uncertainty of 0.5 per-
cent. Slightly higher~2 percent!statistical uncertainty was ob-

served only for the value of the wall RMS temperature fluctua-
tions in the isoflux boundary condition DNS shown in Fig. 3~a!.

„2… Conjugate Heat Transfer Calculations at PrÄ0.71.
After the DNS with two ideal boundary conditions was finished,
the conjugate heat transfer calculation was started. Since the tem-
perature is a passive scalar and does not affect the velocity field,
up to 40 temperature fields are calculated with a single velocity
field. The first temperature field is a reference field calculated with
ideal isoflux boundary condition and other 39 fields are calculated
with walls of different thickness and with different thermal activ-
ity ratios. The initial fluid and wall temperatures for all 39 fields
were taken from the ideal isoflux field, while zero temperature
fields were assumed in the walls. The new fully developed tem-
perature field in the fluid and in the wall for each of the 39 fields
were typically developed after dimensionless time interval 50 to
500n/ut

2, which is significantly shorter than the time required to
achieve fully developed flow after the modification of the Rey-
nolds or Prandtl numbers. The time interval needed to achieve the
statistically steady state turbulent fluctuations in the heated walls
was observed from the value of the area averaged temperature
RMS fluctuations on the fluid-solid interface.

After all thermal fields were fully developed the averaging was
performed over time interval of 2400n/ut

2. Such time interval is
roughly two times shorter than the averaging time interval of the
typical DNS studies. However, as the temperature fluctuations of
the fields with realistic walls were compared with the reference
temperature field with ideal isoflux boundary condition (R
5uRMS-BOUNDARY/uRMS-ISOFLUX), such averaging turned up to be
sufficient to calculate the values ofR with statistical uncertainty of
approximately 1 percent. If in the observed time interval the tem-
perature fluctuations at the wall are higher than the long time
average value, then the same is true also for the reference field.
The calculations have shown, that the temporal variations of the
quotient ^R&x,z5^uRMS-BOUNDARY&x,z /^uRMS-ISOFLUX&x,z are much
smaller than the temporal variations of the^uRMS-BOUNDARY&x,z or
^uRMS-ISOFLUX&x,z values, and that even shorter time averaging pe-
riods of approximately 500n/ut

2 are sufficient.

„3… Non-Conjugate and Conjugate Heat Transfer Calcula-
tions at PrÄ5, PrÄ7. Second part of the analysis was DNS at
water Prandtl numbers Pr55 and Pr57. As it is shown by Kasagi
et al. @13# these Prandtl numbers are of much greater practical
importance than Pr50.71 of air, since the thermal activity ratio
for the most of the water-solid systems is not negligibly small like
in the case of air-solid systems. The thermal activity ratios for
different water-solid systems range from 0.04 for copper to 0.22
for lead and 2.7 for Plexiglas.

The DNS computational domain at Pr55 and Pr57 is 5p and
1.25p ~2356 and 589 in wall units!in the x and z directions,
respectively. 160380 Fourier modes and 161 Chebyshev polyno-
mials were used inx, z, andy directions, respectively. The spatial
resolution for Pr55 and Pr57 DNS isDx1514.7,Dy150.029

Table 1 Simulation parameters
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22.95,Dz157.4 ~Table 1!. Theoretically, the grid spacing in all
directions should be inversely proportional to the square root of
Prandtl number@22#. This requirement was taken into account in
the DNS studies of Kawamura et al.@5# and Tiselj et al.@9#, how-
ever, as shown by Na and Hanratty@6# this requirement is prob-
ably too stringent. The grid refinement study of Na and Hanratty
@6# at Pr510 showed that finer grid is not required in streamwise
and spanwise directions~x and z!, but is necessary in the wall-
normal directiony. Before the Pr57 simulations were started, we
confirmed the Na and Hanratty’s@6# findings with DNS study at
Pr55.4. In the DNS of Tiselj et al.@9# the resolution at Pr55.4
was two times finer in all three directions comparing to the Pr
51 simulation ~25631293128 at Pr55.4 versus 128365364
grid points at Pr51 on the same computational domain!. DNS at
Pr55.4 repeated on the grid refined only iny direction ~128
3129364 grid points!did not produced significant changes to the
first-order temperature statistics profiles: mean temperature, tem-
perature RMS fluctuations and turbulent heat fluxes profiles of
both calculations were within the statistical uncertainty of 1 per-
cent. The wall RMS temperature fluctuations as the most sensitive
parameter was 2 percent higher than in the DNS of Tiselj et al.
@11# and the peak of the RMS temperature fluctuations was 1
percent higher.

It should be mentioned that despite very good agreement of the
first order statistics, non-negligible differences were noticed in the
streamwise and spanwise spectra of 25631293128 and 128
3129364 simulations at Pr55.4. These differences were not cru-
cial for the current study since the most important parameter—
RMS temperature fluctuations was predicted accurately, however
they will require further study of the resolution requirements for
DNS at high Prandtl numbers.

The DNS at Pr55 and Pr57 stated with two pairs of thermal
fields for ideal isoflux and ideal isothermal boundary conditions.
The time increment was 0.045n/ut

2 and the averaging was per-
formed over time interval 3600n/ut

2 after the fully developed
flow was achieved. After that, the conjugate heat transfer calcula-
tions were performed only for Pr57 for 1500n/ut

2. Time averag-
ing was performed over the last 560n/ut

2 time interval~see Table
1! and the statistical uncertainty of the ratioR was estimated to be
2–3 percent.

Results and Discussion

„1… Non-Conjugate Heat Transfer. The first part of the
discussion is devoted to the ideal isoflux and ideal isothermal
boundary conditions as the calculations with these two types of
ideal boundary conditions set the limits for the conjugate heat
transfer calculations. Beside that, the DNS with ideal isothermal
boundary condition is used for the verification of the present cal-
culation with the DNS results of Kasagi et al.@4# at Pr50.71 and
Kawamura et al.@5# at Pr55.0. Figures 2–7 show that agreement
with DNS of Kasagi et al.@4#, which was performed at the same
Reynolds number Ret5150 and Pr50.71, is within the expected
statistical error. Slightly larger differences are seen between the
present DNS at Pr55 and DNS of Kawamura et al.@5# at the
same Prandtl number. Kawamura’s DNS was performed with fi-
nite difference numerical scheme at slightly higher Reynolds
number Ret5180 and beside the statistical error these might be
additional reasons for the notable difference in the mean tempera-
ture profiles in Fig. 2~b!.

One of the most important parameters—profile of RMS tem-
perature fluctuations—is shown in Figs. 3~a!–3~b!. Results shown
in Fig. 3 are in agreement with results of Tiselj et al.@9#, where
similar calculations have been performed at Ret5171 and Pr51
and Pr55.4. Values of theqRMS-BOUNDARY at the wall for isoflux
boundary condition are 2.05, 7.0 and 8.8, for Prandtl numbers
0.71, 5, and 7, respectively. The statistical errors of the
qRMS-BOUNDARY values were estimated to approximately 1 percent
for Pr50.71 and 3 percent at Pr55 and Pr57. It is important to

stress that the temporal oscillations of the^qRMS-BOUNDARY&x,z
values can be two to three times larger than the oscillations of the
maximums of thê qRMS&x,z profiles in Fig. 3. In other words:
longer averaging time or larger computational domain are re-
quired for accurate predictions of theqRMS-BOUNDARY values than
for the similarly accurate values of other statistics.

Very similarqRMS-BOUNDARY value~approx. 2.0!andqRMS pro-
file were obtained by Kong et al.@8# in the study of the thermal
boundary layer at Ret5300 and Pr50.71. Comparison of the
present study and study of Kong et al. shows that theqRMS profile
does not change significantly for Ret5150 or Ret5300. Another
study, which gave theqRMS-BOUNDARY value andqRMS profile was
performed by Kasagi et al. in 1989@13#. This study predicted
qRMS-BOUNDARY values 1.8 and 5.8 for Pr50.71 and Pr57, respec-
tively, however, the turbulence model~not DNS! was used to
simulate the temperature fluctuations. Values of the
qRMS-BOUNDARY are very important also because they can be veri-
fied with the measurements. Probably the most accurate measure-
ment was obtained by Mosyak et al.@18# in a horizontal turbulent
channel heated from above. Very thin stainless steel foil was used
as a heater and thermal images were taken from the top side of the
foil with infrared camera. Boundary condition in this experiment
was very close to the ideal isoflux. Value of theqRMS-BOUNDARY
measured by Mosyak et al.@18# at Pr55.4 was 9.3 and is higher
than the theoretical results predicted by Kasagi et al.@13# and the
results of the present study.

Figures 4 and 5 show very similar behavior of streamwise and
wall-normal turbulent heat fluxes for both types of the boundary
conditions. Differences can only be seen in the near-wall layer of
thicknessy1'15 for Pr50.71 andy1'6 – 8 for Pr55 – 7. These
near-wall layers represent also the influence range of the tempera-
ture boundary conditions. Influence of the thermal boundary con-
ditions is negligible at the larger distances from the wall. The
influence range of the temperature boundary condition is impor-

Fig. 2 Profiles of mean temperature: „a… PrÄ0.71; „b… PrÄ5,
PrÄ7.
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tant for the analytical approximation of the conjugate heat transfer
that was performed by Polyakov@10#. He linearized the energy
equation in the laminar sublayery1,6 and found analytical so-
lutions for the conjugate heat transfer problem. Present results
show that this approximation might be acceptable for Pr55 – 7
but is not very accurate for Pr50.71 calculations.

Figs. 6~a!, 6~b! show the streamwise auto-correlation functions
calculated near the wall. Both Figures show that the auto-
correlation functions at isoflux boundary condition decay to zero
at slower rate than the functions calculated with the isothermal
boundary condition. Because the auto-correlation functions at
isoflux boundary condition do not decay to zero in the computa-
tional domain used in the present work, a test DNS was performed
also in two times longer computational domain at Pr50.71. The
differences between the present DNS and DNS in a longer domain
did not show any differences larger that the statistical uncertainty.
The results indicate that the periodicity length in the present work,
which is long enough for the velocity field as an origin of the

turbulence, is long enough also for the passive scalar fields, de-
spite the behavior of the streamwise two-point correlation at isof-
lux boundary condition.

The spanwise auto-correlation functions of temperature are
shown in Figs. 7~a!and 7~b!. Minimums of functions in both
Figures show, that the high temperature streaks do not coincide
with the low speed streaks exactly. As seen from Figs. 7~a! and
7~b! the minimums are not necessarily at the distancez1550,
where the minimum of streamwise velocity auto-correlation func-
tion appears. The temperature, which is merely a passive scalar,
does not affect the turbulence and the coherent structures in the
boundary layer. Thermal field is just a media, which reflects the
structure of the flow and can be used as such to get an insight into
the turbulence. However, the picture obtained through the tem-
perature is slightly deformed picture of the real flow field. This
‘‘deformation’’ is seen in Figs. 7~a! and 7~b!that show the thermal
field near the wall, which can exhibit thermal streak spacing that
is larger~Pr50.71 and isoflux BC! or smaller~Pr57 and isother-

Fig. 3 Profiles of RMS temperature fluctuations: „a… PrÄ0.71;
„b… PrÄ5; „c… PrÄ7. Fig. 4 Profiles of the turbulent axial heat flux: „a… PrÄ0.71; „b…

PrÄ5; „c… PrÄ7.
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mal BC! than the corresponding low speed streak spacing~Tiselj
et al. @9#!. Further study of the relation between the temperature
and velocity field in the near-wall layer is especially important for
the experiments~for example Hetsroni, Rozenblit@17#!, where the
properties of the turbulent flow are studied through the images of
the temperature field. The analytical approach similar to the ap-
proach of Polyakov@10# can be useful when the near-wall defor-
mations are studied.

„2… Conjugate Heat Transfer. Second part of the results
and discussion is devoted to the results of the conjugate heat
transfer simulations. As pointed out by Kasagi et al.@13#, the
thermal activity ratio of air flow is very small for all practical wall
materials. On the other side, the thermal activity ratios for the
flow of water are large enough, that in the combination with the
varying wall thickness, almost all kinds of boundary conditions
can be achieved in experiments. Almost isothermal boundary con-

dition was achieved in Khabakhpasheva@11# experiment by a
thick copper plate (K50.04), and almost isoflux boundary con-
dition was achieved by Hetsroni and Rozenblit@17# and Mosyak
et al. @18# with a thin constant foil~K50.12– 0.18,d11<0.08!.

Figures 8~a!and 8~b!show the influence of the thermal activity
ratio K on the qRMS fluctuations for Pr57 and wall thickness
d11520, which are very close to the results for the infinitely
thick wall. Fluctuations in the fluid~Fig. 8~a!!are limited with the
results calculated with the ideal isoflux and ideal isothermal
boundary condition. Figure 8~b! shows decay of the fluctuations
inside the wall. Results in Fig. 8~a! were obtained from the results
averaged over 560n/ut

2 time interval with normalization:

qRMS~y1!5qRMS~y1!560
qRMS-ISOFLUX~y1!3600

qRMS-ISOFLUX~y1!560

and results in Fig. 8~b! were normalized as

qRMS~y11!5qRMS~y11!560
qRMS-ISOFLUX~y1150!3600

qRMS-ISOFULX~y1150!560
,

where subscripts ‘‘560’’ and ‘‘3600’’ stand for the quantities ob-
tained with averaging over 560 and 3600n/ut

2 time units, respec-
tively. Values of correction factorsqRMS-ISOFLUX(y1)3600/
qRMS-ISOFLUX(y1)560 are maximal aty150 and are gradually de-
creasing with increasing distance from the wall. Maximal values
in Figs. 8 at are: 1.03~K50.1, K5100!, 1.05 (K55) and 1.09
(K50.5, K51! ~Three different calculations were performed at
Pr57 due to the computer memory limitations!.

Figures 9~a!and 9~b!show the influence of the wall thickness
at constant thermal activity ratioK51. In that case the upper limit
is set by the ideal isoflux BC profile and the lower limit is set by
the infinitely thick wall ~d11520 in Fig. 9~a!!. Regarding the
temperature fluctuations inside the wall shown in Fig. 9~b!, it can

Fig. 5 Profiles of the turbulent wall-normal heat flux: „a… Pr
Ä0.71; „b… PrÄ5; „c… PrÄ7.

Fig. 6 Two-point streamwise correlation of temperature fluc-
tuations: „a… PrÄ0.71 at y¿Ä6.5 „Kasagi at y¿Ä5.1…; „b… PrÄ7 at
y¿Ä1.9.
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be noted, that for the very thin wall (d11<0.5), the magnitude of
the fluctuations on the isolated outer side of the wall remains
practically the same as on the side exposed to the fluid. This is
especially important for the experiments with very thin foil
@17,18#, where the temperature field was measured by the infrared
camera on the outer side of heated foil. Correction factor applied
for results in Fig. 8 was applied also for results in Fig.
9—maximal correction factor aty150 for all results in Fig. 9
was 1.09.

Figures 10~a!and 10~b!show the main result of the conjugate
heat transfer DNS. RatioR, shown in Figs. 10, stands for the
qRMS fluctuations on the fluid-solid interface normalized by the
value of theqRMS fluctuations of the ideal isoflux wall. Points in
which the DNS was performed are denoted with ‘‘1’’ and con-
nected with solid lines. Dashed lines with ‘‘x’’ denotes the results
of conjugate heat transfer calculations obtained by Kasagi et al.
@13# with a turbulent model. The same thermal activity ratios were
chosen in the present study as in the study of Kasagi et al.@13#,
while the thickness of the wall were slightly different. Fig. 10
shows that Kasagi et al. obtained very good approximations of the
R ratio with their turbulence model. The main difference is faster
decay of theR ratio predicted in@13# for both Prandtl numbers
and for all thermal activity ratios. This is presumably due to the
spectra of their turbulence model, which focused on the coherent
structures but seemed to underestimate the contributions of the
low frequency and long wave number oscillations. The decay of
the realistic low frequency and long wave number oscillations is
slower and is probably responsible for most of the differences in
Figs. 10~a!and 10~b!.

Two other DNS studies of conjugate heat transfer were per-
formed for Pr57:

1 The DNS withK50.18 andd1150.06, which corresponds
to the experiments of Hetsroni and Rozenblit@17# with a 50mm

thick constantan foil heated by AC current and cooled by water at
Reynolds number Re55100. The same DNS is also very close to
the experiment of Mosyak et al.@18# with K50.12 andd11

50.08 where the measured value of the wall temperature fluctua-
tions at Pr55.5 was 9.3. The DNS predictedR50.93060.005
and practically the same fluctuations on the inner and outer side of
the heated foil with the absolute value of the wall temperature
fluctuations 8.2 at Pr57, which corresponds to approximately 7.0
at Pr55.5. This results is closer to the measured value than the
result of Kasagi et al.@13# study.

2 The DNS withK50.04 andd11550 which approximately
corresponds to experiment of Khabakhpasheva@11# with thick
copper plate cooled by water at Prandtl number between Pr55
and Pr57. The results of Khabakhpasheva are important because
they were obtained at different Reynolds numbers between 11,500
and 61,000 and show very weak influence of the Reynolds num-
ber on the wall temperature fluctuations. Value of wall tempera-
ture RMS fluctuations measured by Khabakhpasheva was 0.3
60.03. The DNS at Pr57.0 predictedR50.04760.005, which
means an absolute value of the dimensionless temperature fluctua-
tions between 0.33 and 0.41 at Pr55.0 and Pr57.0, respectively
(R50.047 calculated at Pr57 was used also for the Pr55 esti-
mate!. Due to the limited accuracy of theqRMS-WALL measure-
ments of Khabakhpasheva, we cannot prove that the present DNS
study gives more accurate results than the approach of Kasagi
et al. @13#.

Fig. 7 Two-point spanwise correlation of temperature fluctua-
tions: „a… PrÄ0.71 at y¿Ä6.5 „Kasagi at y¿Ä5.1…; „b… PrÄ7 at
y¿Ä1.9.

Fig. 8 Profiles of RMS temperature fluctuations at Pr Ä7 for
different thermal activity ratios K and thick wall d¿¿Ä20: „a…
fluctuations in the fluid; „b… fluctuations inside the wall.
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Conclusions
The turbulent heat transfer coupled with the unsteady conduc-

tion in the heated wall was analyzed with Direct Numerical Simu-
lation of the fully developed velocity and temperature fields in the
two-dimensional turbulent channel. Simulations were performed
at constant friction Reynolds number Ret5150 and Prandtl num-
bers Pr50.71, 5, and 7, considering the fluid temperature as a
passive scalar.

As results the statistical quantities of the thermal fields are
given. It is shown that the influence of the thermal boundary con-
dition is approximately 15 and 6 wall units for Pr50.71 and Pr
57 respectively.

Results of the conjugate heat transfer study were compared to
the findings of Kasagi et al.@13# that performed similar conjugate
heat transfer using a deterministic near-wall turbulence model
rather than DNS. The present DNS confirmed most of the Kasa-
gi’s conclusions. The main improvement of the present DNS study
comparing to the results of Kasagi et al.@13# is prediction of the
value of the wall temperature fluctuations calculated with ideal
isoflux boundary condition. Higher values are predicted by the
present DNS study, especially at Prandtl number Pr57. Differ-
ences are visible also in the conjugate heat transfer charts given in
Fig. 10, which can be used to estimate the value of the tempera-
ture fluctuations on the fluid-solid interface of the realistic experi-
mental devices.

Due to the large uncertainty of the available experimental re-
sults it is currently not possible to conclude that the DNS results
are superior to the results obtained with less accurate models of

Polyakov@10# and Kasagi et al.@13#. Thus, simpler mathematical
models are recommended for the conjugate heat transfer calcula-
tions, while the role of the DNS is to be sought mainly in the
tuning of the parameters in the simpler models. The most impor-
tant such parameter is value of the wall temperature fluctuations
calculated with ideal isoflux boundary condition.
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Nomenclature

a, b, c 5 coefficients of linear equation
cr 5 specific heat at constant pressure
d 5 wall thickness
h 5 channel half width
k 5 wave number
K 5 Ar fcp fl f /rwcpwlw thermal activity ra-

tio
L1 ,L3 5 streamwise and spanwise length of the

computational domain

Fig. 9 Profiles of RMS temperature fluctuations at Pr Ä7 for
thermal activity ratio KÄ1 and walls of different thickness d¿¿:
„a… fluctuations in the fluid; „b… fluctuations inside the wall. Fig. 10 Ratio of the RMS wall temperature fluctuations to that

on the ideal isoflux wall: „a… PrÄ0.71, „b… PrÄ7. Solid lines with
‘‘¿’’ and ‘‘À’’ for uncertainty denote the present DNS results,
dotted lines with ‘‘ x ’’ are results of Kasagi et al. †2‡.
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p 5 pressure
Pr 5 Prandtl number
qw 5 wall-to-fluid heat flux
R 5 uRMS-BOUNDARY/uRMS-ISOFLUX wall tem-

perature RMS fluctuations normalized
by the value of ideal-isoflux fluctuations

Ret 5 2huB/n Friction Reynolds number
Rx 5 auto-correlation function inx direction
Rz 5 auto-correlation function inz direction

t 5 time
Tt 5 qw /(utr fcp f) friction temperature

u, v, w 5 velocity components inx, y, andz direc-
tions

ut 5 Atw /r friction velocity
uB 5 bulk mean velocity

x 5 streamwise direction
y 5 wall-normal direction
z 5 spanwise direction
a 5 l/(rcp) thermal diffusivity

d i , j 5 H1, if i 5 j 50

0, all other i , j pairs
u 5 (Tw2T)/Tt dimensionless temperature

difference
l 5 thermal conductivity
n 5 kinematic viscosity
r 5 density

1W x 5 unit vector inx direction ~1,0,0!
^ &x,z 5 averaging in the directions denoted by

the subscripts

Subscripts and Superscripts

( )w 5 solid wall
( ) f 5 fluid
i, j 5 x andz direction wave number index

( )1 5 normalized byut ,Tt ,n
( )11 5 ( )1Aa f /aw-dimensionless length
RMS 5 root-mean-square fluctuations averaged

over x, z, t
RMS-BOUNDARY 5 RMS fluctuations at the wall-fluid

boundary averaged overx, z, t
RMS-ISOFLUX 5 RMS fluctuations at the ideal isoflux

wall-fluid boundary averaged overx, z, t
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Large Eddy Simulation of
Turbulent Heat Transfer in an
Orthogonally Rotating Square
Duct With Angled Rib Turbulators
Heat transfer in a rotating rib-roughened duct was simulated with a Lagrangian dynamic
subgrid-scale model. The angled 60 deg rib induced a pair of strong vortices in the
stationary condition, and the heat transfer and the friction factor were larger than the 90
deg rib case. In the rotating condition, the high heat transfer areas at the midpoint
between ribs and in front of the rib were observed only on the trailing wall. The friction
factor and overall Nusselt number were decreased by the duct rotation for 60 deg rib
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1 Introduction
In the development of high performance gas turbines, effective

blade cooling is essential because the higher efficiency of the
turbine requires a higher inlet gas temperature. Generally, this
blade cooling is performed by film cooling at the external surface
of the turbine blade and also by internal forced-convection cool-
ing which uses winding flow passages inside the turbine blade.
The film cooling is an effective cooling method, but it lowers the
fluid dynamic efficiency of the blade and the thermal efficiency of
the thermodynamic cycle by ejecting air to the blade surface and
consequently by lowering the gas temperature. Therefore, the fur-
ther advancement of the internal cooling is needed. In internal
forced-convection cooling, the real phenomena are very compli-
cated due to external forces: the Coriolis force and the buoyancy
force in the centrifugal acceleration field. In addition to these
external forces, the effects induced by a 180 deg sharp turn and
turbulence promoters~ribs! installed on the thermally severe op-
posing internal-surfaces result in phenomena that are far from
understood@1#.

As for the local heat transfer of a rib-roughened duct, several
researchers investigated the spatial variation of the local heat
transfer with various techniques: wall temperature measurement
by using thermocouples@2–4#, the naphthalene sublimation tech-
nique @5,6#, and wall temperature measurement by using
temperature-sensitive liquid crystal@7–9#. In these studies, the
heat transfer variation induced by the flow separation and reat-
tachment behind the rib was captured to a certain extent. How-
ever, it is difficult to perform experiments in a rotating condition
which can identify the flow structure and its influence on the heat
transfer. Thus, further progress in experimental studies has so far
been prevented.

In previous numerical studies of rib-roughened ducts, the
Reynolds-averaged Navier-Stokes equation with a turbulence
model was solved for transverse@10# and angled@11,12#rib con-
figurations. Launder et al.@13# pointed out that in order to quan-
titatively simulate the flow in a rotating system, the second mo-
ment closure, that is, the Reynolds stress equation model, is a
minimum requirement considering a non-isotropic effect of the
Coriolis force on turbulence. Although this approach using the
Reynolds-averaged turbulence model could reproduce the heat

transfer of blade cooling to a certain extent, even the Reynolds
stress equation model has empirical constants and functions, and
therefore the applicability of the model should carefully be exam-
ined. Recent advancement in computers enables us to numerically
simulate the fluctuating components of the turbulent flow by using
the large eddy simulation~LES! or the direct numerical simulation
~DNS!. Because LES and DNS directly resolve temporal variation
of the fluctuating components, the results are more universal, in
other words, more free from the empirical modeling than the
Reynolds-averaged turbulence models. Although LES has empiri-
cal constants and functions, the modeling of the turbulence is
confined to the subgrid-scale turbulence, and therefore the effect
of the empirical modeling on the result is ideally less than that in
the Reynolds stress equation model. So far, the turbulent flow in a
stationary smooth duct with a square cross section was solved
using DNS@14,15#and LES@16,17#.

The authors’ group has performed heat transfer measurements
by using thermocouples in both stationary and rotating conditions
@2–4#. Recently, numerical analyses were also performed by using
a dynamic subgrid-scale model for a rotating smooth duct of
which cross section was square@18# and rectangular@19#, and the
technique was further applied to a rotating transversely rib-
roughened duct@20,21#. In our previous numerical results, the
followings were examined and clarified: the effect of duct cross-
sectional aspect ratio on the Coriolis induced secondary flow, the
dissimilarity between velocity and temperature fields induced by
the flow separation and reattachment around the ribs, and the very
high heat transfer area located in front of the ribs which was
caused by the unsteady movement of the separation bubbles there.
However, because of the Cartesian coordinate limitation, only the
transverse rib case was treated in the previous study, and therefore
the effect of the secondary flow induced by angled ribs on the heat
transfer has not been discussed yet.

This study examines the effect of the angled rib on the flow and
heat transfer by performing the large eddy simulation of a fully
developed turbulent flow and heat transfer in a rib-roughened
square duct. The dynamic subgrid-scale model was adopted con-
sidering the highly three-dimensional flow structure of the rib-
roughened duct. The effects of the flow separation and reattach-
ment caused by the ribs, the secondary flow induced by the angled
ribs, and the Coriolis force on the heat transfer are examined by
making a comparison with the previous transverse rib case@21#.
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2 Numerical Analysis
Figure 1 shows the computational domain and coordinate sys-

tem used in this study. The duct had a square cross section with a
side length ofD which is the hydraulic diameter. The coordinate
system was fixed to a rotating duct which had an angular velocity
of v. The streamwise~radially outward!direction was chosen in
thez direction; thex andy directions were transverse and perpen-
dicular directions to trailing and leading walls, respectively. Ribs
were installed on the trailing and leading walls with the rib angle,
g. In this study, the buoyancy force was ignored, and the case of
g560 deg was treated. By assuming the periodicity of the flow
field with the streamwisely repeated ribs, streamwise one span
was chosen for the computational domain. The cross section of the
rib was square~side length,e, of 0.1D!, and streamwise pitch,P,
was set equal to the hydraulic diameter,D. This rib arrangement
gave the rib height-to-hydraulic diameter ratio,e/D, of 0.1 and
the rib pitch-to-rib height ratio,P/e, of 10. This rib arrangement
was chosen because it was within the previously reported optimal
range @22,23#. The rib angle, 60 deg, was chosen as the angle
which gave the maximum heat transfer in the study of Han et al.
@24#.

The present procedure of the numerical analysis is the exten-
sion of our previous procedure@18–21#to the generalized curvi-
linear coordinate system. After applying a filtering operation to
the incompressible Navier-Stokes equation with a filter width
equal to the grid spacing@16#, the dimensionless governing equa-
tions scaled by a length scale,l (50.5D), and mean friction ve-
locity, u* , become a set of dimensionless governing equations
with respect to grid resolvable components indicated by overbars
as (ū,v̄,w̄) under the assumption of constant fluid properties. In
order to simulate a fully developed situation, the pressure and
temperature fields were decomposed into the steady and stream-
wisely linear component and the remaining component@25#. By
this decomposition, the pressure and temperature fields became
periodic in the streamwise direction. As shown in Eq.~1!, Fi is an
external force term including the Coriolis force. The buoyancy
term was ignored in this study. The mean pressure gradient term
~with a value of 2!was added to the external force term as fol-
lows:

Fi5S 0
2Ro* w̄

22Ro* v̄12
D . (1)

Because the mean pressure gradient which drove the flow in the
streamwise direction was set to be constant in this study, the flow
rate varied depending on the flow conditions~rib angle and rota-
tion number!; therefore, the flow rate was not knowna priori, and
the flow rate was calculated from the resultant computed flow
field after the fully developed condition was attained.

The temperature was made dimensionless by using a bulk tem-
perature,Tb , and a friction temperature,Tr , asu5(T2Tb)/Tr .
Accordingly, the dimensionless energy equation was derived for
the grid resolvable component,ū. In order to adopt the coordinate
system fitted to the angled ribs, the governing equations in the
Cartesian coordinates~x, y, z! were transformed into generalized
curvilinear coordinates~j, h, z!. Although a slanted grid system is
enough for the present angled straight rib cases, the computer
program can deal with the fully generalized curvilinear coordinate
system considering future extension of the subject. The governing
equations in the curvilinear coordinate system can be expressed as
follows @26#
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where Ū j is a contravariant component of velocity, and the
following expressions are assumed: J5](x,y,z)/
](j,h,z), (x1 ,x2 ,x3)5(x,y,z), and (j1,j2,j3)5(j,h,z).

Subgrid-scale components of stress,tSGSi j
, and energy flux,

aSGSj
, are expressed as follows:

tSGSi j
52nSGSS̄i j , (5)
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where
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nSGS5CS
2D̄2A2S̄i j S̄i j , (8)

D̄5~Dx Dy Dz!1/3. (9)

In our previous studies@18–21#, the dynamic subgrid-scale
model developed by Germano et al.@27# was used in order to
calculate the value ofCS as a function of spatial location with the
stable computational procedure of Lilly@28#; CS was averaged
taking advantage of the symmetric property in the transverse di-
rection in addition to the time averaging in order to exclude nega-
tive values ofCS . However, the angled rib case of this study has
no geometric symmetry in the rotating condition, and therefore we
adopted the Lagrangian dynamic subgrid-scale model of Men-
eveau et al.@29# which averages the value ofCS along the path-
line for a certain distance, andCS was calculated from the follow-
ing equations:

CS
25

I LM

I MM
, (10)

where

]I LM

]t
1u¢•¹I LM5

1

t relax
~Li j M i j 2I LM !, (11)

]I MM

]t
1u¢•¹I MM5

1

t relax
~Mi j M i j 2I MM !, (12)

t relax51.5D̄~ I LMI MM !21/8, (13)
Fig. 1 Schematic of a rotating rib-roughened duct and a grid
system fitted to angled ribs
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Li j 5ūi ū ĵ2uC iuC j , (14)

Mi j 52D̄2S uS̄u Ŝ̄i j 2S DC

D̄
D 2

uSC uSC i j D , (15)

uS̄u5A2S̄i j S̄i j . (16)

When solving Eqs.~11! and ~12!, the left-hand side of the equa-
tions was approximated by using multilinear interpolation as per-
formed by Meneveau et al.@29#, and the computational load was
reduced. The turbulent Prandtl number for the subgrid-scale com-
ponent, PrSGS, was set to 0.5@30#. The width of the test filter was
double the grid spacing and the space filter was accurate to fourth
order.

Discretization was performed by a finite difference method us-
ing the collocated grid system@26#. The spatial and temporal dis-
cretization schemes were similar to those of Gavrilakis@15#: the
second order central differencing method and the Crank-Nicolson
method for the viscous term and the second order differencing
method satisfying the conservative property and the second order
Adams-Bashforth method for the convective term. The external
force term was also treated by the second order Adams-Bashforth
method. The pressure field was treated following the MAC
method @31#, and the algebraic equation for each variable was
solved by using the SOR method. The computational domain was
one span between streamwise consecutive ribs~see Fig. 1!and its
dimension was 23232 in x, y, z directions, respectively. This
can be expressed by using an inner length scale,n/u* , as 700
37003700.

The turbulent Reynolds number, Re*(5u* l /n), was 350, and
the rotation number, Ro* (5vl /u* ), was 0 and 1.0. The Rey-
nolds number, Rem , defined by the mean velocity and the hydrau-
lic diameter was about 4110 and 3150 for 90 deg and 60 deg rib
cases, respectively, for the stationary condition. In Table 1, the
dimensionless numbers of Re* and Ro* defined by using the fric-
tion velocity are converted into Rem and Rom defined by using the
mean velocity. As explained above, the value of Rem was calcu-
lated from the result of computation; Rem was not knowna priori.
At the wall boundary, no-slip and constant heat flux conditions
were imposed, although the rib side surfaces were set to be adia-
batic. The adiabatic condition at the rib side surfaces was adopted
to preserve the linear increase of the bulk temperature of the flow
and also to consider the previous experiments in which the ribs
were not heated. An additional computation with the constant heat
flux condition at the rib side surfaces was also performed, and it
was verified that even when the rib side surfaces were heated, the
conclusions of this study were not changed. At the inlet and outlet
boundaries, the periodic boundary condition@25# was imposed in
order to obtain a fully developed flow. The validity of the one-
span computational domain with the streamwise periodic bound-
ary condition was examined by computing the streamwise one-
and three-span cases with the same round-type ribs as used in
Banhoff et al.@12# and Stephens et al.@11#, and no major differ-
ence was observed between one and three-span results. The

boundary conditions of the intermediate velocities and the pres-
sure were set following the procedure of Kim and Moin@32# and
Zang et al.@33#.

The grids in the physical domain were contracted to both the
walls and the rib surfaces by using a tangent hyperbolic function
~see Fig. 1!. The grid number was 47347347, and this grid con-
figuration gave a grid spacing ofDx151.0– 38,Dy150.6– 52,
andDz154.0– 28. The effect of the grid spacing on the computed
result was checked by increasing the grid number to 71371371
(Dx150.7– 25, Dy150.4– 34, andDz152.3– 18! for several
cases, and no major difference was observed~the grid spacing
effect will be shown later in Tables 2 and 3!. The verification of
the present computational procedure was also performed for the
smooth straight duct as was performed in Murata and Mochizuki
@18#, and the agreement with the previous DNS results for the
straight smooth square duct in stationary condition@14,15# was
almost the same as that seen in Murata and Mochizuki@18#: the
comparison was made in the mean velocity profile, the three com-
ponents of the turbulence intensities, and the secondary flow in-
tensity of the Prandtl’s second kind. The time step interval was
Dt51.031024, which can be expressed asDt150.035 when
made dimensionless by an inner time scale,n/u

*
2 . The computa-

tion of the rotating case was started using the result of the station-
ary case as an initial condition. The calculations were carried out
to 120,000 steps to fully develop the flow. After the initial 120,000
steps were performed, additional 400,000 steps~t540 or t1

514,000! were performed for computing the statistical values.
This 400,000-step computation needed about 76 CPU hours using
an NEC SX4B. In this study, the second order scheme was used
because of its lighter computational load in order to obtain statis-
tically steady results by increasing the total time steps. The influ-
ence of the order of the scheme was discussed in detail in Murata
and Mochizuki@21#, and it was verified that the difference be-
tween the second and forth order of the scheme did not change the
results. Further accuracy evaluation of the present numerical
scheme was performed by performing additional computations
with the same rib arrangement as the experiments of Chandra
et al.@5#. The agreement between the numerical and experimental
results was good, and it will be discussed in detail in Section 3.2.

3 Results and Discussion

3.1 Flow Behavior Induced by the Angled Ribs. Figure 2
shows the time-averaged velocity vectors of the 90 deg rib case in
the y-z plane at two transverse locations. In the figure, left and
right figures are for stationary (Ro* 50) and rotating (Ro* 51)
conditions, respectively. Near the rib top surface at the entrance
(z50), the large inward-pointing velocity vectors are seen in the
figure. This velocity vectors were also observed in the fine grid
resolution case of 71371371, and therefore it is not due to the
numerical errors but reflecting the real phenomena caused by the
strong flow passing beyond the rib. In the stationary case, the
time-averaged vectors show the flow separation behind the ribs
which is symmetric with respect to the horizontal plane ofy50.
Due to the change of the transverse location, the velocity profile at
aroundy50 changes more drastically than that around the ribs. At
the transverse center of the rotating case~Fig. 2~b! right!, the
higher intensity of the flow passing beyond the upper rib on the
trailing wall is seen because the Coriolis induced secondary flow
transports the fluid momentum from the leading side to the trailing
side at the transverse center. On the contrary, near the side wall
~Fig. 2~a! right! the flow directed from the trailing side to the
leading side dominates, although the strong recirculating flow
passing beyond the upper rib still exists.

Figure 3 shows the velocity vectors of the angled 60 deg rib
case in they-z plane at three transverse locations because there is
no transverse symmetry in this angled rib case. In the stationary
condition~left figures!, the flow passing beyond the ribs reattaches
intensively near the left wall~Fig. 3~a! left!. On the other hand,

Table 1 Dimensionless number range „Re* ,Ro* … of this study
and its conversion into the conventional form „Rem ,Rom…; the
data of the 90 deg rib are from Murata and Mochizuki †21‡.
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near the right wall~Fig. 3~c! left!, the dominant flow induced by
the angled ribs is directed from the upper and lower walls to the
vertical center (y50). In the rotating case~right figures!, the
Coriolis induced secondary flow forces the velocity profile to be
shifted to the trailing wall~pressure surface and upper wall in the
figure! at the transverse center~Fig. 3~b! right!. Near the right
wall ~Fig. 3~c! right!, the flow directed from the trailing wall to
the leading wall dominates. Near the left wall~Fig. 3~a!right!, the
size of the flow separation behind the leading-side rib becomes
larger than that behind the trailing-side rib.

Figure 4 shows the time-averaged velocity vectors (ū,v̄) in the
j-h plane which is parallel to the 60 deg ribs at the three different
streamwise locations. In the figure, the value in thej-h plane is
projected onto thex-y plane, and the streamwise locations are:~a!
at rib location~rib streamwise center!, ~b! at the midpoint between
the consecutive ribs, and~c! in front of the ribs~a half of rib width
from the ribs!. In the stationary case~left figures!, the velocity
component along the angled ribs directed from left to right in the
figure is induced near the upper and lower ribs, and the flow in the
opposite direction~from right to left in the figure! is seen as the
return flow at the vertical center. As a consequence, a pair of
vortices dominates the flow field. In the smooth and 90 deg rib-
roughened duct cases, the Coriolis induced secondary flow trans-
ports the fluid from the leading wall side to the trailing wall side
at the transverse center@18–21#. However, in the rotating condi-
tion of the angled rib case~right figures of Fig. 4!, the Coriolis
force effect and the angled-rib induced flow interfere, and this
results in the inclined secondary flow directed from the lower
right to the upper left in the central area of the duct. Due to this
resultant secondary flow, near the trailing wall~upper wall in the
figure! the flow from left to right is strong~Figs. 4~b!,~c! right!,
and this flow goes down near the right wall~right-hand side wall
in the figure!. Near the leading wall~lower wall in the figure!, the
flow directed along the angled rib and the Coriolis induced flow
collide with each other at aroundx50.2– 0.5. In the vicinity of
the left wall ~left-hand side wall in the figure!, the flow directed
from the upper wall to the lower wall can be seen. For the easier
understanding of the flow and also for the future comparison of
the present results with the other researchers’ results, in Figs. 5

and 6, the time-averaged three velocity components on the nine
lines of intersection between threey-z planes of Fig. 3 and three
j-h planes of Fig. 4 are shown.

Figure 7 shows the time-averaged velocity vectors in thex-z
plane which is parallel to and at a half of rib height from the
rib-roughened wall. In the stationary 90 deg rib case of Fig. 7~a!,
the reattachment point is seen at aboutz51 as the location where
the velocity vectors become zero in their magnitude and change
their direction from left to right. In the stationary 60 deg rib case
of Fig. 7~b!, the flow is directed from the left wall to the right
wall, and no area where the magnitude of the velocity vector
becomes zero is seen in the central area between the consecutive
ribs. In the rotating case of 60 deg rib~Figs. 7~c!,~d!!, the flow
field is similar to that of the stationary case, although the vector
magnitude is larger on the trailing wall~pressure surface!than the
leading wall~suction surface!.

Figure 8 shows the isocontours of the time-averaged stream-
wise velocity,w̄ ~left figures!, and temperature,ū ~right figures!,
in the j-h planes at the same streamwise locations as Fig. 4.
Similar profiles betweenw̄ and ū are obtained in the plane at the
rib location ~Fig. 8~a!!, but at midpoint between the ribs~Fig.
8~b!! the contour line density ofw̄ near the upper and lower walls
becomes slightly higher than that ofū. In comparison with the 90
deg rib case of Murata and Mochizuki@21#, the present 60 deg rib
results show greater similarity betweenw̄ and ū. In the central
area of the right wall (y50) in Fig. 8, the isocontour lines ofw̄
and ū are projected to the duct center because of the secondary
flow seen in Fig. 4. In the rotating case of Fig. 9, the contour lines
of w̄ and ū become inclined due to the inclined secondary flow
seen in Fig. 4. The similarity betweenw̄ andū does not hold even
in the plane at the rib location~Fig. 9~a!!. The peak ofū shifted to

Fig. 3 Time-averaged velocity vectors in y -z plane at three
different transverse locations „60 deg rib; legend is the same
as that of Fig. 2…: „a… near left wall „xÄÀ0.9…; „b… at transverse
center „xÄ0…; and „c… near right wall „xÄ¿0.9….

Fig. 2 Time-averaged velocity vectors in y -z plane at trans-
verse two locations „90 deg rib; left and right figures are for
Ro*Ä0 and Ro *Ä1, respectively. The scale in each figure indi-
cates the vector magnitude …: „a… near left wall „xÄÀ0.9…; and
„b… at transverse center „xÄ0….
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the trailing and right walls. In contrast to theū distribution, w̄
~Fig. 9~a! left! has three peaks locating near the trailing-left,
leading-left, and leading-right corners. The dissimilarity between
w̄ and ū in the rotating case may be explained by the presence of
the Coriolis force in the momentum equations with no corre-
sponding counterparts in the energy equation.

3.2 Distribution of Streamwise Component of Wall Shear
Stress and Nusselt Number. Figure 10 shows the streamwise
component of the wall shear stress~Figs. 10~a!and ~c!! and the
local Nusselt number~Figs. 10~b!and ~d!! on the four walls for
the stationary case of 60 deg rib. Both instantaneous~Figs. 10~a!
and~b!! and time-averaged~Figs. 10~c!and~d!! values are shown.
For the rib area, the value at the rib top surface is shown. The
Nusselt number is normalized using the following empirical cor-
relation for a fully developed pipe flow@34#:

Nu`50.022 Rem
0.8Pr0.5. (17)

In the figures, out-of-range values are shown by white and
black solid areas for very low and very high values, respectively.
In Fig. 10~c!, zero shear stress areas are also indicated by solid
white. For easier understanding of the figures, the sign of the wall
shear stress~~1!, ~2!! and the level of the Nusselt number~high,
low! are added to the figures of the time-averaged results~Figs.
10~c!and~d!!. It should be noted that the notches around the ribs
are caused by the inadequate interpolation ability of the software
used in drawing the figure, and the numerical results themselves
do not oscillate. When the instantaneous values are compared in
Figs. 10~a!and~b!, the locations where the absolute value of wall

shear stress becomes large and small are highly correlated to the
locations of high and low local Nusselt numbers, respectively. The
spots of large positive shear stress indicated by ellipses in Fig.
10~a! are considered to correspond to the sweep motion which
transports cooler fluid from the main stream to the wall with high
streamwise momentum. Therefore, the high heat transfer at the
corresponding spots in Fig. 10~b! is reasonable. On the other
hand, the spots of large negative shear stress indicated by circles
in Fig. 10~a!are seen in front of the rib, and the spots also corre-
spond to the high heat transfer in Fig. 10~b!. This locally large
negative shear stress is caused by the fluid which impinges on the
wall in front of the rib after another impingement on the rib front

Fig. 4 Time-averaged velocity vectors „ū , v̄ … in j-h plane at
three different streamwise locations: „a… at rib location „at cen-
ter in rib width …; „b… at midpoint between ribs; „c… in front of ribs
„a half of rib width from ribs …. „60 deg rib; figures are projected
onto x -y plane. The other legend is the same as that of Fig. 2 …

Fig. 5 Time-averaged velocity components on the nine lines
of intersection between y -z and j-h planes „Ro*Ä0; left,
middle, and right figures are for the transverse location of x
ÄÀ0.9, 0, and ¿0.9, respectively …: „a… at rib location „at center
in rib width…; „b… at midpoint between ribs; „c… in front of ribs „a
half of rib width from ribs ….

862 Õ Vol. 123, OCTOBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



surface. This mechanism is the same as the 90 deg rib case of
Murata and Mochizuki@21#. In the time-averaged values of Figs.
10~c! and ~d!, the high Nusselt number area at the midpoint be-
tween the ribs corresponds to the positive large wall shear stress,
and the area shifts to the left wall. In front of the ribs, the Nusselt
number becomes very high, and this area is also slightly shifted to
the left wall. These high Nusselt number areas were also experi-
mentally observed@6–9#. It should be noted that the area in front
of the rib seems only a separation bubble in the time-averaged
flow field of Fig. 10~c!, but the unsteady motion of the fluid with
high momentum forms the very high Nusselt number area there.
This high heat transfer area in front of the rib which is shifted to
the left wall is also observed in the experimental results of Ekkad
and Han@9#. The above-mentioned characteristics of the Nusselt
number variation of the 60 deg rib are similar to those of 90 deg
rib as shown in Fig. 11 except for the shift of the peaks to the left
wall.

Fig. 6 Time-averaged velocity components on the nine lines
of intersection between y -z and j-h planes „Ro*Ä1; left,
middle, and right figures are for the transverse location of x
ÄÀ0.9, 0, and ¿0.9, respectively …: „a… at rib location „at center
in rib width…; „b… at midpoint between ribs; and „c… in front of
ribs „a half of rib width from ribs ….

Fig. 7 Time-averaged velocity vectors in x -z plane at a half of
rib height from rib-roughened wall: „a… 90 deg, Ro *Ä0; „b… 60
deg, Ro *Ä0; „c… 60 deg, Ro *Ä1, near leading wall; „d… 60 deg,
Ro*Ä1, near trailing wall.

Fig. 8 Isocontours of time-averaged variables in j-h plane at
three different streamwise locations „60 deg rib and Ro *Ä0;
figures are projected onto x -y plane. Left and right figures are
for streamwise velocity, w̄ , and temperature, ū, respectively …:
„a… at rib location „at center in rib width …; „b… at midpoint be-
tween ribs; and „c… in front of ribs „a half of rib width from ribs ….
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For the rotating case of Ro* 51, the time-averaged values of
the wall shear stress and the Nusselt number are shown in Fig. 12.
The wall shear stress~Fig. 12~a!! on the trailing wall~pressure
surface!is similar to the stationary case of Fig. 10~c!, although on
the leading wall~suction surface!the absolute values become
smaller and the profile becomes different from the stationary case.
On the left wall, the value around the ribs on the trailing side
becomes very high, and that on the leading side shows only a
slight increase because of the weakened flow there. Due to the
lower fluid temperature and the higher streamwise flow velocity
on the trailing wall side as seen in Fig. 9, the Nusselt number of
Fig. 12~b!gives higher and lower values on the trailing and lead-
ing walls, respectively. On the two side walls~right and left
walls!, the downwash of the Coriolis induced secondary flow goes
from the tailing side to the leading side as seen in Fig. 4~right!,
and therefore the Nusselt number increases from the leading side
to the trailing side; this tendency is the same as the 90 deg rib case
of Murata and Mochizuki@21#.

Figure 13 shows the streamwise variation of the Nusselt num-
ber at the three transverse locations for 60 deg rib case. In the
figure, thick and thin lines are for the values on the trailing and
leading walls, respectively. The previous numerical results of the
90 deg rib@21# gave the quantitative agreement with the experi-

mental results of Han et al.@35#. In Fig. 13~a!, the experimental
results of Chandra et al.@5# are also plotted for comparison; the
experiments are for 60 deg rib, Rem530,000,e/D50.063, P/e
510, and at transverse center (x50). In order to quantitatively
compare the numerical results with the experimental results, the
additional computation with the same rib arrangement as that of
Chandra et al.@5# was performed with larger grid number (71
371371) and reduced averaging time steps~80,000 steps!. The
effect of the Reynolds number was also examined by increasing
the Reynolds umber, Re* , from 350 to 718 which corresponded to
the increase of Rem from 4349 to 8429. In Fig. 13~a!, the agree-
ment between the numerical~s, n! and experimental~h! results
is good, and it becomes better by increasing the Reynolds number.
In Table 2, the comparison between the numerical and experimen-
tal results is shown in the wall-averaged Nusselt number, Nuw ,
normalized by using Nù~Eq. ~17!!. The effect of the grid number
is small, and the agreement between the numerical and experi-
mental results is good in both 90 deg and 60 deg rib cases.

Fig. 9 Isocontours of time-averaged variables in j-h plane at
three different streamwise locations „60 deg rib and Ro *Ä1;
figures are projected onto x -y plane. Left and right figures are
for streamwise velocity, w̄ , and temperature, ū, respectively …:
„a… at rib location „at center in rib width …; „b… at midpoint be-
tween ribs; and „c… in front of ribs „a half of rib width from ribs ….

Fig. 10 Spatial variation of streamwise wall shear stress and
Nusselt number on four walls „60 deg rib and Ro *Ä0…: „a… in-
stantaneous wall shear stress; „b… instantaneous Nusselt num-
ber; „c… time-averaged wall shear stress; and „d… time-averaged
Nusselt number.
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In the stationary case of Fig. 13~a!, the time-averaged Nusselt
number becomes very high on the rib top surface. This very high
Nusselt number was also observed in the higher grid resolution
case of 71371371, and therefore it is not due to the numerical
errors but showing the high heat transfer at the rib front edge
because of the thin boundary layer. The heat transfer behind the
rib for a time becomes lower because of the flow separation and
then takes a first local maximum near the reattachment point. The
second local maximum is just in front of the rib. This profile is
similar to that of the 90 deg rib case@21#. The difference due to
the transverse location can be described as follows: fromx
520.9 tox50 the heat transfer slightly increases, and then from
x50 to x510.9 the value decreases and the profile becomes
flatter. In the previous experiments@4,5#, this decrease of the heat
transfer in the downstream region with respect to the secondary
flow induced by the angled rib is also reported. In the rotating
case of Fig. 13~b!, on the trailing and leading walls, the heat

Table 2 Comparison between the numerical and experimental
results in the wall-averaged Nusselt number, Nu w ÕNu` , for the
stationary condition, Ro *Ä0 „PÕeÄ10; the values in parenthe-
ses are the results with higher grid resolution of 71 Ã71Ã71
and reduced sample size of 80,000 steps ….

Fig. 11 Spatial variation of streamwise wall shear stress and
Nusselt number on four walls „90 deg rib and Ro *Ä0…: „a… time-
averaged wall shear stress; and „b… time-averaged Nusselt
number.

Fig. 12 Spatial variation of streamwise wall shear stress and
Nusselt number on four walls „60 deg rib and Ro *Ä1…: „a… time-
averaged wall shear stress; and „b… time-averaged Nusselt
number.

Fig. 13 Local Nusselt number profile at three different trans-
verse locations on rib-roughened walls „60 deg rib…; thick and
thin lines are for trailing and leading walls, respectively, for
eÕDÄ0.1; h: experimental data of Chandra et al. †5‡ at xÄ0 for
RemÄ30,000, eÕDÄ0.063, and PÕeÄ10; s, n: numerical results
for the same rib arrangement as Chandra et al. †5‡ for Re m
Ä4349 and 8429, respectively, with higher grid resolution of
71Ã71Ã71: „a… Ro*Ä0; and „b… Ro*Ä1.
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transfer increases and decreases, respectively; on the leading wall,
the value becomes very low. As can be seen in comparing Fig.
10~d! with Fig. 12~b!, on the trailing wall, the duct rotation shifts
the high heat transfer area at the midpoint between the ribs to the
left wall; therefore, in Fig. 13~b!, the local maximum at the mid-
point between the ribs monotonically decreases fromx520.9 to
10.9.

Figure 14 shows the dependency of the friction factor,f, and the
wall-averaged Nusselt number, Nuw , on the rotation number,
Rom(5vD/Um) defined by using the mean velocity and the hy-
draulic diameter. The Nusselt number and the friction factor are
normalized by using Nù in Eq. ~17! and f B in the following
Blasius equation:

f B50.079 Rem
20.25. (18)

In the figure, symbols are the present results of the 60 deg rib,
and lines are from our previous studies@20,21#for the 90 deg rib
for comparison. The duct-averaged values are also summarized in
Table 3. The 60 deg rib results in the stationary condition show
the higher values both in the Nusselt number and the friction
factor as compared to the 90 deg rib case; especially the friction
factor gives much higher values. The effect of rotation increases
the friction factor of 90 deg rib but decreases that of 60 deg rib
~223 percent!; the duct averaged Nusselt number also decreases
~220 percent!. The change caused by the rotation was larger for
the 60 deg rib case. In the 60 deg rib case, even in the stationary
condition, a pair of strong vortices is formed by the angled rib
effect~Fig. 4 ~left!!, and the introduction of the rotation forms one
larger inclined vortex located at the upper right~Fig. 4 ~right!!; the
larger vortex seems to be less effective in both friction and heat

transfer enhancement than the pair of strong vortices of the sta-
tionary case. In the angled rib case, the flow fields near the right
and left walls are not symmetric, although the Nusselt numbers on
these walls almost coincide in the stationary condition. The effect
of rotation causes the Nusselt number on the right wall to be
higher than that on the left wall, because low temperature fluid
comes closer to the right wall~Fig. 9 ~right!!, and therefore the
heat transfer is enhanced on the large area of the right wall~Fig.
12~b!!.

Conclusions
In the angled 60 deg rib case, the correlation between the ab-

solute value of the streamwise wall shear stress and the heat trans-
fer was high, which was similar to the 90 deg rib case. Especially
in front of the rib, the large negative value of the wall shear stress
was highly correlated to the high heat transfer in the instantaneous
field. This led to a very high value of the time-averaged heat
transfer in front of the rib. In the 60 deg rib case, the similarity
between the velocity and temperature fields held more as com-
pared to the 90 deg rib case. In the stationary case of the 60 deg
rib, the flow passing along the angled ribs induced the secondary
flow, and both the heat transfer and the friction factor were in-
creased as compared to the 90 deg rib case.

In the rotating case, the dissimilarity between the velocity and
temperature fields was observed in the different number and loca-
tion of the peaks. The duct-averaged Nusselt number and the fric-
tion factor were decreased by the rotation in the 60 deg rib case; it
was opposite to the 90 deg rib case in which the rotation increased
the values.

Nomenclature

CS 5 Smagorinsky constant
D 5 side length of square duct~5hydraulic diam-

eter!, m
e 5 side length of ribs, m
f 5 friction coefficient (5Dp/(2rUm

2 ))
Fi 5 external force term

I LM ,I MM 5 terms in Lagrangian dynamic subgrid-scale
model

j 5 Colburn’s j factor (5Num /(RemPr1/3))
J 5 Jacobian of coordinate transformation

l 5 length scale (50.5D), m
Li j 5 term in Lagrangian dynamic subgrid-scale

model
Lp 5 peripheral location

Mi j 5 term in Lagrangian dynamic subgrid-scale
model

Nu 5 Nusselt number (5hD/l)
Dp 5 pressure loss in streamwise lengthD, Pa

P 5 rib pitch (5D), m
Pr 5 Prandtl number~50.71!

PrSGS 5 Prandtl number of subgrid-scale model~50.5!
q̇ 5 wall heat flux, W/m2

Rem 5 Reynolds number (5UmD/n)
Re* 5 turbulent Reynolds number (5u* l /n)
Rom 5 rotation number (5vD/Um)
Ro* 5 rotation number (5vl /u* )

Si j 5 rate-of-strain tensor
t 5 dimensionless time

Tr 5 friction temperature (5q̇/(rCpu* )), K
u* 5 mean friction velocity, m/s
U j 5 dimensionless contravariant velocity
Um 5 mean velocity, m/s

Dx,Dy,Dz 5 grid spacing inx, y, z directions
aSGSj 5 subgrid-scale energy flux

D̄ 5 filter width of grid filter
l 5 thermal conductivity, W/~mK!

nSGS 5 dimensionless subgrid-scale eddy viscosity

Fig. 14 Effect of rotation and angled ribs on wall-averaged
Nusselt number, Nu w , and friction factor, f „lines and symbols
are for 90 deg and 60 deg rib cases, respectively; j: trailing, d:
leading, .: left, m: right , h: Num , n: f …

Table 3 Enhancement factors in f and Nu m caused by rotation
and rib angle „the values in parentheses are the results with
higher grid resolution of 71 Ã71Ã71 and reduced sample size
of 80,000 steps ….
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u 5 dimensionless temperature (5(T2Tb)/Tr)
tSGSi j 5 subgrid-scale stress tensor

tw 5 streamwise component of wall shear stress, Pa
j, h, z 5 curvilinear coordinates

Subscripts and Superscripts

B 5 Blasius
L 5 local value
m 5 duct average or based on mean velocity
` 5 fully developed
* 5 friction velocity or defined by usingu*

1 5 dimensionless value based on inner scales
2 5 grid resolvable component~filtered value by using

grid filter!
^ 5 filtered value by using test filter
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Experimental and Numerical
Study of Turbulent Heat Transfer
in Twisted Square Ducts
This paper describes the experimental and numerical study of three mildly twisted square
ducts (twisted uniform cross section square duct, twisted divergent square duct and
twisted convergent square duct). Experiments are conducted for air with uniform heat flux
condition. Measurements are also conducted for a straight untwisted square duct for
comparison purpose. Numerical simulations are performed for three-dimensional and
fully elliptic flow and heat transfer by using a body-fitted finite volume method and
standard k2« turbulence model. Both experimental and numerical results show that the
twisting brings about a special variation pattern of the spanwise distribution of the local
heat transfer coefficient, while the divergent and convergent shapes lead to different axial
local heat transfer distributions. Based on the test data, the thermal performance com-
parisons are made under three constraints (identical mass flow rate, identical pumping
power and identical pressure drop) with straight untwisted square duct as a reference.
Comparisons show that the twisted divergent duct can always enhance heat transfer, the
twisted convergent duct always deteriorates heat transfer, and the twisted constant cross
section duct is somewhat in between.@DOI: 10.1115/1.1389464#

Keywords: Channel Flow, Enhancement, Experimental, Heat Transfer,
Numerical Methods

Introduction
The enhancement of single phase heat transfer inside a duct is

often achieved by forming some swirling or secondary flows. This
is because the swirling or secondary flow is usually accompanied
with high turbulence intensity, which promotes the mixing of dif-
ferent parts of fluids, hence enhances the heat transfer. The swirl-
ing and secondary flow can be initiated by several ways, among
which the insert of twisted tape or wire coil, the injecting or
imparting a tangential flow, the use of integral tube with helical
fins, spiral fluted duct and the twisted duct are often encountered.
Most of these methods have been intensively studied. For ex-
ample, the heat transfer and fluid flow behavior of the twisted tape
have been studied and compared comprehensively by Manglik
and Bergles@1,2#. Yampolsky@3# and Obot et al.@4# tested the
fluid flow and heat transfer characteristics of the spirally fluted
tubes. The imparting of a tangential flow was investigated by Gau
and Chen@5#. Relatively speaking the study on the twisted duct is
quite limited.

The purpose of this paper is to investigate the turbulent heat
transfer and fluid flow in twisted uniform cross section, converg-
ing and diverging square ducts. As a technique for enhancing heat
transfer, twisted duct has a unique feature in that it may induce
swirling secondary flow and increase fluid contacted surface in
some extent within a given axial length while still keeping smooth
surfaces. Apart from the enhancement consideration, the present
study was also motivated by the need in understanding the heat
transfer mechanism of gas turbine blade cooling process. The
cooling channel of a gas turbine is often modeled by a duct with a
square cross section@6#. In the flow direction, the cooling pas-
sages may be twisted in a certain extent and its cross-section area
varies along the flow direction. To study the effect of these factors
on the heat transfer and fluid flow characters, we specially de-

signed and manufactured a square duct with constant cross section
twisted axially by 90 deg and a converging/diverging twisted
square duct. Fig. 1 schematically shows the configurations studied
in the present paper.

A search of literature only revealed a very limited works that
are related to the present study. Todd@7# studied fluid flow in
twisted tubes with elliptical cross-section. His intent was to un-
derstand and model flow behavior in flexible pipes. Masliyah and
Nandakumar@8,9# numerically studied the fully developed steady
laminar flow through twisted square ducts with a rotation coordi-
nate system. Axial conduction in fluids was neglected to preserve
the two-dimensional nature of the problem. Temperature along the
periphery was assumed to be constant for each wall, but it might
be different for four walls. It was observed that in the Reynolds
number range between 1–1000 and a dimensionless twisted pa-
rameter of 2.5, swirling motion provides significant enhancement
in overall heat transfer. Later, Xu and Fan@10,11# proposed the
helical Cartesian coordinate system and derived viscous fluid flow
equations for that coordinates. The twisted Couette flow was
solved. In addition, they also pointed out the discrepancy in the
viscous dissipation term adopted in the analysis by Masliyah and
Nandakumar@8#. The flows and heat transfer studied in the afore-
mentioned works were all laminar. Turbulent heat transfer results
for twisted square duct are not found in the public literature avail-
able to the present authors.

In this study, both experimental and numerical approaches are
adopted to investigate the fluid flow and heat transfer characteris-
tics of air in the developing region for twisted square ducts with
constant or varying cross section. The ratio of duct length over
which the cross section rotates through 2p radians over the duct
width is 42. This ratio will be called dimensionless twisted param-
eter hereafter. The effect of Reynolds number is conducted within
the range of 1042105. No attempt was made to investigate the
effect of the dimensionless twisted parameter. Since in the case of
gas turbine blade cooling, the twist is quite mild and the dimen-
sionless value adopted in this study may be regarded as a repre-
sentative. To the authors’ knowledge, this is seemingly the first
work in the literature with respect to the turbulent flow in the

1Present address: Department of Mechanical Engineering, Lan Zhou Railway In-
stitute, Lan Zhou, 730070, China

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 3,
2000; revision received March 23, 2001. Associate Editor: M. Faghri.

868 Õ Vol. 123, OCTOBER 2001 Copyright © 2001 by ASME Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



twisted duct. In the following, the experimental apparatus and
data reduction method is first presented, followed by the numeri-
cal approach for dealing with such complicated configuration. The
experimental and numerical results are then presented in a parallel
way so that the comparisons between the two results can be con-
ducted efficiently. Finally, conclusions are provided.

Experimental Investigation

Experimental Apparatus. A stereo picture of the test ducts
is shown in Fig. 1. A schematic of the experimental setup is
presented in Fig. 2. It is a suction system. A 3.5 kW blower was
used to draw the air from the laboratory room to the test duct via

a convergent inlet and a pre-plenum, which is a square duct with
1203120 mm2 and used to provide a sharp construction entrance
condition. The test duct is connected to an after-plenum~120
3120 mm2 square duct!and a transition duct whose cross-section
gradually varies from square to circular. Connected to the transi-
tion duct is a tube with an inner diameter of 50 mm and a length
of 1400 mm equipped with a multiport averaging Pitot tube@12#
to measure flow rate.

The three test ducts are made of steel. Both the straight square
duct and the twisted uniform cross section square duct have a
cross section 50350 mm. The twisted convergent/divergent duct
has its largest cross-section of 58358 mm and its smallest cross-
section of 41341 mm. The three test ducts are 526 mm long in
axial direction and their two end-sections are twisted by 90 deg
within this axial distance, leading to a dimensionless twisted pa-
rameter of 42. In the experiments, the convergent/divergent duct is
used twice: one serves as a convergent duct and the other as a
divergent duct.

The ducts are wrapped uniformly by resistance strip which is
controlled by a variac transformer to provide a controllable elec-
trical heating to the test duct. The ducts are insulated by plastic
foam. Fifty one copper-constantan thermocouples are used to
measure the axial wall temperature distribution of one wall of
each test duct. Since the effect of the natural convection can be
neglected, one wall can be regarded as a representative of the
others. These thermocouples are arranged in three axial lines, with
one being the center line of the wall. Their axial positions are
shown in Fig. 3~a!. For the three other walls without thermo-
couples, ten pressure taps along the centerline of the each wall are
used for static pressure drop measurement. Axial pressure tap lo-
cations are given in Fig. 3~b!. An incline manometer with a reso-
lution of 1.36 Pa is used for pressure drop measurement in the test
ducts. All the thermocouples signals are acquired with a data ac-
quisition system and sent to a personal computer for data reduc-
tion. The temperatures of the entering fluid is measured by one
thermocouple checked by a liquid thermometer with a resolution
of 0.1°C, while the leaving fluid temperature is measured by five
thermocouples distributed at a screen set up adjacent to outlet
section of the test duct.

Data Reduction. The local heat transfer coefficient is calcu-
lated by the following equation:

hx5~Q2Qloss!/@A~Tw,x2Tb,x!#, (1)

where Q is the total thermal energy supplied by the electrical
heater,Qloss is the heat loss to the environment, andA is the total
inner surface area. The local wall temperature used in equation
~1!, Tw,x , is obtained from the output of the average thermocouple
readings at each cross cross-section.

The local bulk temperature used in Eq.~1! is calculated by the
following equation:

Tb,x5Ti1@~Q2Qloss!Ax#/~Aṁcp!, (2)

Fig. 1 Schematic diagram of test ducts: „a… twisted duct with
constant cross section; „b… twisted divergent duct; and „c…
twisted convergent duct

Fig. 2 Schematic diagram of test apparatus

Fig. 3 Arrangement of thermocouples and pressure taps: „a…
thermocouples; and „b… pressure taps
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whereAx is the partial surface area of the duct from the inlet to
the axial positionx, of which the determination method will be
presented later. The heat loss to the environment is estimated by
heat conduction through the plastic foam and the two end losses.
And for the most cases studied the ratio ofQloss/Q is less than 5
percent. This estimation is confirmed by the thermal energy bal-
ance between the fluid enthalpy increase and the total power in-
put. In the data reductionQloss is determined from the measured
outlet fluid temperature. The determination method of areaA will
be presented later. An estimation of the axial heat conduction
along the duct wall shows that this part of heat transfer is always
less than 1 percent of the total power input, hence the thermal
boundary condition may be regarded as uniform heat flux

The local Nusselt number is defined by

Nux5hxDm /k. (3)

The duct average Nusselt number is defined by

Nu5~Q2Qloss!Dm /@k~Tw2Tb!#, (4)

whereTw is the center-line duct average wall temperature.
The characteristic length and the duct average fluid temperature

are defined by

Dm5~D in1Dout!/2, Tb5~Tb, in1Tb,out!/2. (5)

Attention is now turned to the definition of the duct friction
factor. For the constant cross-section duct, the average friction
factor is defined by

f 5@~Dp/L !Dm!]/ ~rUm
2 /2!, (6)

whereDp is the pressure drop of the entire test duct.
As for the convergent or divergent duct, the definition of the

friction factor should take the effect of the variation of the cross
section into account@13#. The average friction factor for the duct
is defined by

f 5
U1

2

Um
2 •

Dm

L
lF12S Ain

Aout
D 2G , (7)

wherel is defined by

l512Cp . (8)

In Equation~8! Cp is the pressure recovery factor for the entire
test duct. The local pressure recovery factor is defined by

Cp,x5
px1Dx/22px2Dx/2

rU in
2 /2

, (9)

whereDx is the distance between two neighboring pressure taps.
This definition can be applied forCp by replacing
px1Dx/2 ,px2Dx/2 with pout ,pin respectively. The pressure drop data
of the present investigation are obtained for the heated air.

The measurement accuracies of major parameters are estimated
as follows: dynamic pressure drop -6 percent; electric power input
-3 percent; cross-sectional or surface area -1;2 percent; thermo-
physical properties -2 percent; wall and fluid temperature -0.2°C.
Using the uncertainty estimation method of Kline and McClintock
@14# and Moffat @15#, the maximum uncertainty in the average
Nusselt number and average friction factor are estimated to be
about 8 percent and 10 percent, respectively.

Numerical Investigation
The numerical simulations are performed by solving fully ellip-

tic three-dimensional Navier-Stokes equations in body-fitted coor-
dinate system. The flow and heat transfer are assumed to be in-
compressible, and in steady-state.

The compact forms of the time-averaged governing equations
in the physical space are as follows:

Continuity Equations

]U j

]xj
50 (10)

Momentum Equation

rU j

]U j

]xj
52

]p

]xi
1

]

]xj
FmS ]Ui

]xj
1

]U j

]xi
D2ruiuj G (11)

Energy Equation

]

]xj
•~rU jT!5

]

]xj
S m

Pr

]T

]xj
2ruju D (12)

In Eqs. ~10!–~12! the doubled index represents summation,
ui ,uj are velocity fluctuations andu is the temperature fluctua-
tion.

The turbulent shear stress in equation~11! is determined by

2ruiuj5m tS ]Ui

]xj
1

]U j

]xi
D2

2

3
d i j rk, (13)

whered i j 51 when i 5 j and zero wheniÞ j . The turbulent vis-
cosity m t is determined by Prandtl-Kolmogorov equation

m t5Cmrk2/«. (14)

Fig. 4 Schematic diagram of surface area calculation

Fig. 5 Grid systems generated by multi-surface method
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In the present calculation, the standardk-« turbulent model is
adopted@16# because of its simplicity in implementation and rea-
sonable modelling accuracy. The governing equations fork and«
are as follows:

U j

]k

]xj
5

1

r

]

]xj
S m t

s t

]k

]xj
D1

m t

r

]Ui

]xj
S ]Ui

]xj
1

]U j

]xi
D2« (15)

U j

]«

]xj
5

1

r

]

]xj
S m t

s«

]«

]xj
D1C«1

«

k

m t

r

]Ui

]xj
S ]Ui

]xj
1

]U j

]xj
D2C«2

«2

k
(16)

The turbulent heat transfer term in Eq.~12!, ruju, is deter-
mined by the following equation:

ruju52
m t

su

]T

]xj
. (17)

The constants in the above model take following values@17#:

Cm50.09; C«151.44; C«251.92;

s«51.3; sk51.0; su50.9.

The treatment of the boundary conditions is now addressed.
The outlet boundary condition of the computational domain is
treated by the local one-way method@18#. The inlet velocity is
assumed to be constant~U in5const,Vin50, Win50! and the inlet
kinetic energy of turbulence is calculated byk5ak1/2Uin

2 , where
ak5(0.5– 1.5) percent. The inlet dissipation rate was taken as
« in5kin

2/3/(0.05D). At the walls, the no-slip condition is used in
conjunction with the wall functions method, which is imple-
mented by the method provided in Tao@17#. For temperature

equation the wall functions are used to determine the wall tem-
perature from the computed near wall temperature fields, since the
heat flux is prescribed at the wall. The difference between the wall
temperature so determined and the local bulk temperature is then
used to compute the local heat transfer coefficient.

The twisted duct in the physical space~x2y2z coordinates!is
transformed into a rectangular parallelpiped in the computational
space~j2h2z coordinates!by using the multisurface algebraic
method@19–21#. The schematic of the three grid systems gener-
ated by the multisurface method are shown in Fig. 5.

The governing equations shown above are then transformed
into the computational space and discretized there by using the
control-volume method@18#. In this procedure the computational
domain is discretized by a series of control volumes, and the
governing equations are then integrated over a control volume.
During the integration the profile approximations are made in
each coordinate direction for the dependent variables, leading to a
system of algebraic equation that can be solved in an iterative
manner. The velocity pressure-velocity coupling is handled by the
SIMPLE algorithm@18#. The collocation grid arrangement is used
in the present study. To ensure the coupling between velocity and
pressure the momentum interpolation of Rhie and Chow@22# is
adopted to determine the interface velocity. To make the numeri-
cal solution be independent of the under relaxation factor, the
relaxation factor is resumed to one before the momentum interpo-
lation is used to determine the interface velocity@23#.

The heat transfer surface area A in Eq.~1! of the twisted duct is
also computed using the transformed coordinates~Fig. 4!:

A5(
j 5

n

(
k5 l

m

~ds! j ,k (18)

Fig. 6 Experimental local heat transfer coefficient Fig. 7 Experimental local pressure recover factor
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~ds! j ,k5uAW z5constu

5A~yhzz2yzzh!1~xzzh2xhzz!1~xhyz2xzyh!djdh,

(19)

wheredj5dh51, andn, m are number of control volumes inj,
h directions, respectively. Similarly, the partial heat transfer sur-
face area,Ax , can be calculated with an appropriate value of
control volume inj direction.

Computations are conducted for three cases: one for the con-
stant cross-section twisted duct, and the other two for divergent
and convergent ducts, respectively. In the calculation, it is found
that when the inletk is in the range of 0.5 percent–1.5 percent of
the inlet average kinetic energy of flow, there is no significant
effect on the numerical results. A good agreement between nu-
merical and experimental results is found when the values ofy1,
z1 are in the range of 11.5–40. Grid-independent studies are per-
formed for the case of Re5100,000 of all the three ducts. Three
grid sizes (41316316,61316316,41321321) are used. The
difference in the duct average Nusselt number between the three
results is about 1 percent, and the solutions presented in this paper
were obtained using the finest grid of 41321321.

Results and Discussion
In order to simplify the presentation, the following symbols are

adopted for the three ducts and straight square duct: D-1—twisted
uniform cross-section square duct; D-2—twisted divergent duct;
D-3—twisted convergent duct; A-1—straight untwisted square
duct.

Local Characteristics. The measured local heat transfer co-
efficient and pressure recovery factor of the three twisted test
ducts are presented in Fig. 6 and Fig. 7. For the convenience of
inspection and comparison, the three panels of each figure are
arranged in the order of D2-D1-D3. From Fig. 6~b!, it is found
that for the uniform cross-section twisted ducthx decreases as the
x/Dm increases, whenx/Dm is greater than 5,hx reaches a con-

stant value. As shown in Fig. 6~a!, for the divergent twisted duct,
hx decreases as thex/Dm increases, but the decreasing rate is
slower than that of the uniform cross-section twisted duct, and
there seems no distinct sign to approach a constant value. For
convergent duct, Fig. 6~c! shows that at the duct inlethx decreases

Fig. 8 Numerically predicted local heat transfer coefficient
„D-1…

Fig. 9 Numerically predicted local heat transfer coefficient
„D-2…

Fig. 10 Numerically predicted local heat transfer coefficient
„D-3…
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with the increase inx/Dm , while whenx/Dm increases to a cer-
tain value,hx reaches its minimum and then it increases with
x/Dm . A careful inspection of the figure finds that in the upstream
region, the rate ofhx decrease in the convergent duct~D3! is faster
than that of the other two ducts, while in the downstream region
the increase ofhx in D3 is very mild. It seems that the acceleration
effect of the convergent duct on heat transfer appear to be stronger
over the entry region than that over the downstream region. Over-
all speaking, the acceleration effect of the convergent duct causes
some reduction in the heat transfer rate. It should be noted that in
the three figures, the heat transfer measurement data of the last
and next to last stations all have a trend to increase. This is ex-
pected from the end heat loss, which makes the wall temperatures
nearby decrease in some extent. The guide-heating method should

have been adopted to alleviate such phenomenon. To be objective,
the data of the last two stations are still retained in the pictures.

From Fig. 6 it can be seen that there is some minor difference
between the local heat transfer coefficients at the three lines where
thermocouples were imbedded. This difference can be recognized
from the results of D-2. As shown in Fig. 6~a!, hx of the left line
is a bit lower than that of the center and right line. The minor
difference between the local heat transfer coefficients at the three
lines is related to the twisted direction of the duct. Seeing along
the flow direction, if the duct is twisted clockwise, thehx at line in
the right side of the centerline is a bit lower than that along left
side line. Such variations trend can also be observed in Figs. 8, 9,
10.

From Fig. 7, it can be observed that the variation patterns of the

Fig. 11 Cross section velocity fields
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local pressure recovery factors for the three ducts are very differ-
ent. For uniform cross-section twisted duct, the pressure drop is
induced mainly by skin friction, hence the variation ofCp exhibits
some characters of developing flow in duct with constant cross
section~Fig. 7~b!!. But for the divergent and convergent ducts,
apart from the skin friction, the variation of the cross section
contributes to the pressure drop significantly. In the divergent
duct, the dynamic pressure of fluid is converted to the static pres-
sure along the flow direction, while in the convergent duct, the
static pressure is converted to the dynamic pressure of fluid. The
going-upward and going-downward trends ofCp curves of D-2
~Fig. 7~a!! and D-3 ~Fig. 7~c!!, respectively, are mainly deter-
mined by different conversions between static and dynamic
pressure.

Attention is now turned to the numerical results. The predicted
local heat transfer coefficients for the three ducts are presented in
Figs. 8–10. In each of the three figures, the top panels are the
local heat transfer coefficients at the three lines. The experimental
results are also shown there for comparison purpose. Generally
speaking, the agreement between the numerical predictions and
test data are satisfactory, with the most severe discrepancy occurs
at the very beginning of the duct inlet. This discrepancy may be
partly attributed to the uniform inlet velocity condition adopted in
the numerical simulation. The bottom panels of Figs. 8, 9, 10
provide the spanwise distribution of the local heat transfer coeffi-
cients at the different axial cross section, where the difference
betweenhx along left, centerline, right side can be clearly ob-
served. It should be noted that at the corners of ducts, the local
heat transfer coefficient is significantly lower than that of the other
part of the wall. If the walls of the corner region are excluded, the
hy decreases with increase iny/Dm because of the twist of ducts.

Secondary Flow at Cross Section. Figure 11 shows the cross
section velocity fields at three cross sections of the three ducts. It
can be seen that in the corner regions, there exist appreciable
secondary flow. These secondary flows all exhibit the same pat-
tern: departing from one wall, arriving at the other of the same
corner and leaving a small region very close to the corner where
the fluid flow is almost retarded. The spanwise variation trend of
the local heat transfer coefficient may be attributed to such kind of
secondary flow pattern. In the central part of any cross section,
this secondary flow is very weak and can not be observed clearly.
It is to be noted that at each cross section a global clockwise
swirling flow can be observed, of which the secondary flows in
the four corners constitute the major part. This is, of course,
caused by the twisting of the duct even though the dimensionless
twisted parameter is as large as 42. Obviously, when this param-
eter approaches infinite, the duct becomes a straight one. This
twisting flow has some effect on the heat transfer, which will be
shown in the later discussion on performance comparison.

Average Characteristics. The duct average Nusselt number
based on the centerline measurement and friction factor of the
three ducts obtained by experiments are presented in Fig. 12. The
Dittus-Boelter equation is also presented for comparison. From
Fig. 12~a! it can be clearly observed that among the three ducts,
divergent duct~D-2! can enhance heat transfer, while the conver-
gent duct~D-3! deteriorates the heat transfer in some extent. It is
generally believed that this behavior of divergent and convergent
ducts may be attributed to the relative thickness of thermal bound-
ary layer over the velocity boundary layer. In the convergent duct,
the axial acceleration reduces the thickness of the velocity bound-
ary layer, hence the thermal boundary layer becomes relatively
thicker. While in the divergent duct, the deceleration leads to a
relatively thinner thermal boundary layer, which is in favor of
enhancing convective heat transfer. Another possible explanation
is related to the secondary flows. It may be observed from Fig. 11
that the secondary flow in the downstream part of the convergent
duct is restrained in some extent compared to divergent duct, lead-
ing to some deterioration of heat transfer.

The friction factors of the three ducts are shown in Fig. 12~b!.
For the twisted uniform cross section duct and twisted divergent
duct, the values off decrease with the increase in Reynolds num-
ber, with the decrease of the divergent duct being a bit more
significant. For the convergent duct, however, there seems no ap-
preciable decrease of the friction factor with the Reynolds num-
ber. It’s worth noting that in the definition of the friction factor,
the static pressure variation caused by the non-uniformity of the
cross sectional area has been excluded. The main reason account
for these results may be attributed to the different effects of the
acceleration and deceleration of flow on the skin friction. In the
divergent duct, the flow velocity decreases along the flow direc-
tion, so the skin friction decreases accordingly. In the convergent
duct, the flow velocity increases along the flow direction, so does
the skin friction.

The predicted results of the duct average Nusselt number and
the centerline average Nusselt number are shown in the Figs.
13~a!, ~b!, ~c!, and the predicted friction factors are shown in the
Figs. 13~d!,~e!, ~f !. The test data of centerline average Nusselt
number and the friction factor are also provided for comparison. It
can be seen that the numerical results of the centerline average
Nusselt number agree with the experimental results quite satisfac-
tory. And there also is a reasonably good agreement between the
numerical and experimental friction factors. As expected, the duct
average Nusselt number is less than the centerline average Nusselt
number for all three ducts because of the corner effect.

Performance Comparison. Attention is now turned to the
relative performance of the different twisted ducts with the
straight untwisted square duct as a reference. The three widely
used constraints are adopted: identical flow rate, identical pump-
ing power, and identical pressure drop based on the constant prop-
erty assumption and the same characteristic length, the formula-
tions of the three constraints are given in the following:

Fig. 12 Experimental results of average Nusselt number and
friction factor
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„a… Identical Mass Flow Rate

~ṁ!* 5ṁ, (20a)

where the superscript* stands for the compared duct and the
quantity without* for the referenced duct. From Eq.~20a!we can
obtain following relationship between the Reynolds number of the
duct compared and the reference duct:

Rem* 5RemDm* /Dm . (20b)

„b… Identical Pumping Power

S ṁ

r
DpD *

5S ṁ

r
DpD . (21a)

This leads to

Rem* 5A3 A f Rem
3

~A f !*
. (21b)

„c… Identical Pressure Drop

~ f u2!* 5 f u2. (22a)

Then we have

Rem* 5RemAf / f * . (22b)

Under the condition of same temperature difference between
the fluid and the wall, the ratio of heat transfer between the com-
pared duct and the reference duct may be formulated as follows:

Q*

Q
5

@ANu~Rem!#*

ANu~Rem!
, (23)

where Nu(Rem) represents the experimental correlation between
Nusselt number and the Reynolds number, which are presented in
Fig. 12.

The comparison results of the three twisted ducts to straight
untwisted square duct~reference duct!are shown in Fig. 14. It can
be seen from Fig. 14~a!that for Rem523104, the heat transfer
enhancement is about 8 percent, 25 percent,220 percent for the
twisted square duct, twisted divergent duct and twisted convergent
duct, respectively. Figure 14~b! shows that for the identical pump-
ing power, at the same Reynolds number the heat transfer en-
hancement is about 0 percent, 15 percent,225 percent for the
above three twisted ducts, respectively. For the identical pressure
drop, Fig. 14~c!shows that the heat transfer enhancement of the
three ducts is about25 percent, 5 percent,227 percent, respec-
tively. Totally speaking, the heat transfer in the divergent duct is
always superior to the untwisted square duct, the heat transfer in
the convergent duct is inferior to the untwisted square duct, while

Fig. 13 Numerical results of average Nusselt number and friction factor

Journal of Heat Transfer OCTOBER 2001, Vol. 123 Õ 875

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the twisted square duct with constant cross section may be supe-
rior or inferior to the untwisted square duct depending on the
comparison condition.

Conclusions
The work reported here is a systematic experimental and nu-

merical study of three twisted square ducts with uniform cross
section area, divergent and convergent shape. The dimensionless
twisted parameter equals 42. Experiments are conducted for air
with uniform heal flux condition. Measurements were also per-
formed for an untwisted square duct with constant cross section
for comparison. In the numerical study three-dimensional and
fully elliptic turbulent flow and heat transfer are modelled by us-
ing the body-fitted finite volume method and the standardk2«
model. The local heat transfer coefficient and pressure recovery
factor distribution, the average Nusselt number and friction factor
are presented. Generally speaking, the agreement between the
numerically predicted and the experimental results is quite satis-
factory, except for the local heat transfer character at the very
beginning of the ducts where appreciable discrepancy exists partly
because of the inlet condition might not be simulated appropri-
ately. The heat transfer performance comparison is made between
a straight untwisted square duct and the three twisted ducts based
on the test data. The major findings may be summarized as
follows:

1 Because of the decelerating and accelerating effects in the
divergent and convergent ducts, the axial variation of the local
heat transfer coefficients of the three twisted ducts are different: in
the entrance region the decrease in local heat transfer coefficient
of the constant cross section duct is faster than that of the diver-
gent duct but slower than convergent; in the downstream region,
the local heat transfer coefficient of the divergent dust exhibits an
increasing trend, while for the other two ducts this trend is not be
observed.

2 The twisting of duct causes an appreciable secondary flow in
the corner regions at any cross section. While in the center part of
a cross section this secondary flow is trivial. A global clockwise
swirling flow is revealed by numerical simulation, of which the
secondary flows in the corner region constitute the major part. The
character of the spanwise distribution of the local heat transfer
coefficients presented in Figs. 8~b!, 9~b!, and 10~b!may be attrib-
uted to this global swirling flow structure.

3 Thermal performance comparison under three constraints
~identical mass flow rate, pumping power and pressure drop! with
the straight duct as a reference reveals that the divergent twisted
duct can always enhance heat transfer, the convergent duct always
deteriorate heat transfer, while the twisted duct with uniform cross
section may enhance or deteriorate heat transfer depending on the
comparison condition: for the identical mass flow rate, it can en-
hance heat transfer, while for the identical pumping power and
identical pressure drop it can not enhance, or even deteriorate heat
transfer a bit. The physical mechanism which may be responsible
for such character is discussed.
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Nomenclature

A 5 area, m2

Ax 5 partial surface area of the duct, m2

cp 5 heat capacity, J/kg•K
Cp 5 pressure recover factor
D 5 hydraulic diameter, m
f 5 friction factor
h 5 heat transfer coefficient, W/m2 K
k 5 thermal conductivity, W/m•K; Kinetic energy of tur-

bulence
L 5 axial length of duct, m
ṁ 5 mass flow rate, kg/s

Nu 5 Nusselt number
p 5 pressure, Pa

Dp 5 pressure drop, Pa
Q 5 heat transfer rated, W

Qloss 5 heat loss to the environment, W
Rem 5 Reynolds number based onDm

T 5 temperature, K
ui ,uj 5 velocity fluctuation, m/s

U 5 cross section average axial velocity, m/s
x 5 streamwise direction, m

y, z 5 cross section coordinates, m
r 5 fluid density, kg/m3

« 5 dissipation rate
u 5 temperature fluctuation, °C

Subscripts

b 5 bulk
in 5 inlet
m 5 mean

out 5 outlet
x 5 local
w 5 wall

Fig. 14 Heat transfer performance comparison
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On the Calculation of Length
Scales for Turbulent Heat Transfer
Correlation
Turbulence length scale calculation methods were critically reviewed for their usefulness
in boundary layer heat transfer correlations. Using the variance of the streamwise veloc-
ity and the dissipation spectrum, a rigorous method for calculating an energy-based
integral scale was introduced. A principal advantage of the new method is the capability
to calculate length scales in a low-Reynolds-number turbulent boundary layer. The
method was validated with data from grid-generated, free-shear-layer, and wall-bounded
turbulence. Length scales were calculated in turbulent boundary layers with momentum
thickness Reynolds numbers from 400 to 2100 and in flows with turbulent Reynolds
numbers as low as 90.@DOI: 10.1115/1.1391277#

Keywords: Heat Transfer, Turbulence

Introduction
The study of the effects of elevated free-stream turbulence on

boundary layer heat transfer requires that the turbulence in the
free-stream and in the boundary layer be adequately characterized.
When attempting to describe a turbulent flow, a minimal set of
descriptors to characterize the turbulence must include a velocity
and a length scale~or parameters that yield the equivalent dimen-
sional information!. In many cases these two scales alone are
inadequate; however, any attempt that does not include at least
these two scales is incomplete.

A review of the literature reveals a plenitude of length scale
definitions. Restricting our survey to heat transfer in turbulent
boundary layers, we still find more than ten different length scales
in use. In some instances, the interpretation of two scales is simi-
lar but distinct calculation methods distinguish one scale from
another. In this paper we critically examine five length scales
commonly used in turbulent boundary layer heat transfer correla-
tions. We then introduce a rigorous method for calculating an
energy-based scale; advantages and disadvantages of the new cal-
culation method are discussed. Experimental data is used to
clarify the guidelines and performance traits for the new method.
Based on the versatility of the new calculation method, the con-
sistent behavior and physical significance of the resulting scale,
and the detail to which the calculation is defined, the method is
proposed as a standard for future correlative works.

Review of Existing Scale Definitions
The five scales chosen for review are all integral scales. In that

sense, the scales are related to the largest eddies or the width of a
shear flow@1#. The first three scales are closely related to the
Eulerian integral scale,L f , which, when Taylor’s hypothesis
holds, is given by Hinze@2# as

L f5UT11, (1)

whereU is the time-mean Eulerian velocity in the principal flow
direction andT11 is the Eulerian integral time scale. The time
scale,T11, is found by integrating the Eulerian autocorrelation
coefficient,

T115E
0

`

R11dt. (2)

This length scale,L f , may be interpreted as a measure of the
longest correlation distance between the velocities at two points in
the flow field @2#.

The first scale for review is frequently used in the gas turbine
literature and is given by

L I5UE
0

`

R11, measureddt. (3)

Young et al.@3#, Van Fossen et al.@4#, Camp and Shin@5#, and
Moss and Oldfield@6# are just a few of the authors that use this
scale. ~Additional studies are listed in Table 1.! Authors often
terminate the correlation coefficient integration at the first zero
crossing.

The next two scales are based on von Karman’s turbulence
spectrum@2#,

UE1$ f %/~L fu82!54@11~8p f L f /3U!2#25/6, (4)

wheref is frequency andE1$ f % is the power spectral density of the
streamwise fluctuating component,u8. The termE1$ f % is also
called the one-dimensional energy spectrum. The second scale,
L II , is calculated by curve fitting a measured energy spectrum to
Eq. ~4!. Hollingsworth and Bourgogne@7# and Maniam and Holl-
ingsworth@8# determine length scales by varyingL II until a best
fit to a measured spectrum is found. The third scale,L III , is found
by extrapolating a measured spectrum to its zero frequency value
and applying Eq.~4! at f equals zero,

L III 5UE1$0%/4u82. (5)

Authors that use this scale include Thole et al.@9# and Johnson
and Johnston@10#. TheL III scale relies heavily on low frequency
~low wave number!information.

The final two scales for review are termed ‘‘energy scales’’
because the definitions are related to the dissipation of turbulent
kinetic energy,e. In each case, there exists an underlying tie to the
inviscid decay relation,

e;~u82!3/2/L. (6)

Each scale may be interpreted as an average length scale for the
energy-containing eddies. The first of these two scales was given
by Simonich and Bradshaw@11# as
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LI52~u82!3/2/U
d~u82!

dx
. (7)

The streamwise decay ofu82 is directly related to the dissipation
rate when, in a time-averaged sense, isotropic turbulence is uni-
formly advected downstream. Simonich and Bradshaw used Eq.
~7! to calculate free-stream length scales downstream of a grid.
Numerous authors~Table 1!have since used Eq.~7! to calculate
free-stream length scales in decaying flows.

Our final scale for review was given by Ames and Moffat@12#,

LII 51.5u83/e. (8)

To estimatee, Ames and Moffat fit the inertial subrange of a
measured energy spectrum to the equation

E1$k1%5
18

55
Ae2/3k1

25/3. (9)

Equation~9! results if the three-dimensional energy spectrum is
modeled with a power-law relationship in the inertial subrange
@2#. Ames and Moffat used a value of 1.62 for the constantA.

Summary of Merits and Deficiencies in Existing Scale
Definitions

This summary is not an exhaustive discussion of the benefits or
detriments of using the scales listed. This comparison highlights
some general attributes of the conceptual and practical implica-
tions of using each scale. Attributes of the scales are summarized
in Table 2. A merit common to these five scales is that they are all
calculated using the streamwise fluctuating velocity,u8: the fluc-
tuating component most easily measured in many experiments.

A More Robust Energy Scale
An author may find a certain calculation method advantageous

for experiment-specific reasons. However, to simplify the process
of comparing results from different heat transfer investigations, a
general consensus on a standardized calculation method would be
useful. With a standardized method, in addition to any other
length scales presented, authors could include the standardized
scale values to reduce data comparison ambiguity.

When selecting a standard calculation method, we search for
the following traits: versatility~ease of use in a number of differ-
ent flows!, historical concordance~results that are comparable
with previously reported data!, and clarity~process definition with
enough detail to provide repeatability between investigators!.
With these criteria in mind, of the five scales reviewed,LII holds
the most promise as a standardized scale for the following
reasons:

• the calculation requires information from only a single point
in the flow field

• conceptually, the scale may be used in flows with mean ve-
locity gradients if specific concerns related to Taylor’s hy-
pothesis are addressed

• the LII scale is directly comparable withLI which is widely
used in the heat transfer literature

Table 1 Length scales used in example studies

Table 2 Summary of merits and deficiencies of five length scale calculation methods
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In the remainder of this paper, we introduce and discuss a more
robust energy scale calculation method that is based onLII . The
method is rigorously defined, lowers the turbulent Reynolds num-
ber at which the scale is calculable, and imposes limits that enable
the scale to be confidently determined for flows with mean veloc-
ity gradients. While our scale is conceptually the same asLII , to
distinguish it from the other calculation methods, we call the scale
Le .

Background. From Tennekes and Lumley@1# we have, for
isotropic turbulence,

e5E
0

`

D$k1%dk1 , (10)

where the dissipation spectrum is given by

D$k1%52nk1
2E$k1%. (11)

Hinze @2# relates the three-dimensional energy spectrum to the
one-dimensional spectrum,

E$k1%5
1

2
k1

2
d2E1$k1%

dk1
2 2

1

2
k1

dE1$k1%

dk1
(12)

so that we can generate the familiar result,

e515nE
0

`

k1
2E1$k1%dk1 . (13)

Addressing time spectra measured in shear flows, Lumley@13#
argues that, despite the mean shear, the trend toward isotropy in
the dissipation range~the wave number range where most of the
dissipation occurs!is very strong. We suspect that an isotropic
estimate ofe obtained by integrating a measured dissipation spec-
trum may yield good results even in flows with mean velocity
gradients. Lumley distinguishes betweenE1$k1% andE1$k1%m ~the
subscript ‘‘m’’ refers to the measured spectra! because of ‘‘space’’
versus ‘‘time’’ spectra issues~issues that are related to the validity
of Taylor’s hypothesis and are presented later!. Lumley gives a
correction scheme for the high-wave-number region of the mea-
sured spectra in terms of the local fluctuating velocities,

E1$k1%m5E1$k1%1
Tu2

2 F S k1
2

d2E1$k1%

dk1
2 22E1$k1% D

22S k1

dE1$k1%

dk1
1E$k1% D S ~v821w82!

u82 22D G .
(14)

We substitute the solution to Eq.~12! @2#,

E1$k1%5E
k1

` E$k%

k F12S k1

k D 2Gdk (15)

into Eq. ~14! and twice invoke Leibniz’s rule to write

E1$k1%m5S 12Tu2F11S v8

u8 D
2

1S w8

u8 D
2

22G DE1$k1%1Tu2E$k1%

12Tu2F S v8

u8 D
2

1S w8

u8 D
2

22.5Gk1
2E

k1

` E$k%

k3 dk. (16)

Equation~16! assumes that the convected field is isotropic, but
allows for anisotropy of the convecting field. When the convect-
ing field is also isotropic, Eq.~16! reduces to

E1$k1%m5~12Tu2!E1$k1%1Tu2E$k1%2Tu2k1
2E

k1

` E$k%

k3 dk

(17)

illustrating that the measured one-dimensional spectrum is depen-
dent on the local turbulence intensity as well as the form of the
three-dimensional spectrum.

With Eqs.~10!, ~11!, ~12!, and~17!, Lumley shows that, for the
isotropic convecting field, the resulting adjustment for a measured
dissipation rate is given by

e5em /~115Tu2!. (18)

Using Eq.~16! in the same manner, we find that the correction for
the more general anisotropic case is

e5em~11Tu2@112~v8/u8!212~w8/u8!2# !21. (19)

With a theoretical model ofE$k1%, Eqs.~15! and~16! allow us to
predict the measured spectrum,E1$k1%m , for a specified value of
the local intensity. In this work the theoretical spectrum chosen
was that of Panchev and Kesich as reported by Hinze@2# ~p. 241!.

Lumley @13# also gives criteria that can be used to determine
when the spectral correction is valid; the energy distribution,
mean velocity, and mean velocity gradient will determine the
wave number range over which the correction may be applied.
The pertinent relationships are given as

1 k1@2p(dU/dy)/U ~to address convection velocity non-
uniformity!

2 E1$k1%@(2p2/3)@(dU/dy)2/U2#d2E1$k1%/dk1
2 ~considering

spectral broadening!
3 E1$k1%!!U2/k1 ~to verify a frozen convected pattern!
4 E1$k1%@@4p2(dU/dy)2/k1

3 ~negligible anisotropy due to
mean shear!

Lumley recommends that the inequalities,@, be interpreted as a
factor of three difference. However, using Reynolds stress spectra
to support his position, he argues that the tendency toward isot-
ropy is so strong in the high wave number range that weakening
criterion four to simply exceeding equality will likely be satisfac-
tory. We therefore adoptE1$k1%>4p2(dU/dy)2/k1

3 as our fourth
criterion.

Calculation Method. We now present the calculation method
for Le . The steps are as follows:

1 Measure the one-dimensional spectrum,E1$k1%m .
2 Calculateem using Eq.~13!, em515n*0

`k1
2E1$k1%mdk1 .

3 Apply Lumley’s correction to gete, e5em /(115Tu2) ~iso-
tropic case illustrated!.

4 Check the agreement between the measured spectrum and the
theoretical measured spectrum based on the correctede.

5 Check the validity of the correction fork1h.0.05 using
Lumley’s four criteria ~h is the Kolmogorov length scale,
(n3/e)1/4!.

6 If the correctede is valid based on the checks in steps four
and five, calculateLe using the inviscid decay relation

Le5
3

2
~u82!3/2/e. (20)

An Additional Consideration. There is an additional practi-
cal consideration that refines the calculation technique and fosters
consistency between investigators. As the measured spectrum will
have finite bandwidth, the upper and lower limits of the numerical
integration in step two above must be values other than infinity
and zero. In practice, for an adequately sampled velocity signal
that has been low-pass filtered~i.e., the low wave number attenu-
ation is due only to natural roll-off!, substituting the lowest mea-
sured wave number for the lower limit is generally acceptable; the
excluded portion of the spectrum contributes very little to the
overall summation. The upper end of the measured spectrum,
however, is highly dependent on sensor response~a function of
wire size in hot-wire anemometry!, filter cut-off frequency, and
signal-to-noise ratio. For this reason it is recommended that the
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integration be separated into two integrals. Starting at the lowest
measured wave number, the first integral is terminated at a value
of 0.2,k1h,1.0 where the actual and theoretical measured spec-
tra agree to within 10 percent. Adequate sample-rate and sensor
response characteristics will be required to meet this agreement
constraint. The second integral then uses the theoretical measured
spectra to carry the summation out to an upper limit ofk1h54.
The high-end roll-off of the dissipation spectrum makes integra-
tion beyond this value unnecessary.

Admittedly, this consideration increases the complexity of cal-
culatinge by introducing an iterative component. However, based
on the behavior observed during validation tests of the method,
the improvement in sensitivity and consistency merits the added
effort. From multiple-record samples of different stationary flows,
experimental uncertainty inLe was determined to be approxi-
mately 10 percent.

Advantages and Disadvantages of UsingL e. The new scale
possesses the same advantages asLII and overcomes theLII dis-
advantages in Table 2. The integration method avoids ‘‘best fit’’
uncertainties and allows the calculation to be made at low Rey-
nolds numbers. The low Reynolds number capability ofLe is a
significant advantage. With the incorporation of Lumley’s results,
the scale can be calculated using the valid region of the spectrum
despite the presence of a mean velocity gradient. This is a particu-
larly attractive feature because it makes it possible to calculate the
scale within a shear layer or boundary layer.

The primary disadvantage ofLe is the need to resolve a signifi-
cant portion of the dissipation range. At large Reynolds numbers,
this requires fast sample rates and very responsive sensors. Under
these conditions the investigator may wish to useLII instead. For-
tunately, at high Reynolds numbers, there should be a well-
defined inertial subrange andLII , combined with Lumley’s crite-
ria, may yield useable results. However, by Lumley’s criteria a
large velocity gradient will invalidate the inertial subrange of the
measured spectrum before the dissipation range; thus, the use of
Le may still be necessary.

Experimental Results. Figure 1 shows a measured energy
spectrum to illustrate some of the previously addressed calculation
issues presented in terms of the dimensional amplitude and non-
dimensional wave number. The spectrum shown meets all criteria
for the range 0.04,k1h,0.7. The dissipation spectrum for the
energy spectrum of Fig. 1 is presented in Fig. 2 to highlight the
dissipation range. The high wave number range of dissipation
spectra with attenuation due to filter response and elevation due to
noise are shown in Fig. 3. In these cases the technique of splitting
the integration to obtaine is seen to yield good scaling in the
range 0.05,k1h,0.4 for the attenuated signal and up tok1h

50.7 for the noisy signal. This indicates that the integration was
unaffected by the altered portion of the spectra and suitablee
values were obtained for these flows.

The Le calculation method was tested in decaying grid-
generated turbulence, near the center of a two-stream turbulent
shear layer, and in the core of a turbulent boundary layer~without
free-stream turbulence!. Figure 4 shows the behavior of the cal-
culation method for these three flows. The results show that theFig. 1 Typical measured spectra with criteria and theory

Fig. 2 Experimental and theoretical dissipation spectra

Fig. 3 High-end response characteristics

Fig. 4 Behavior of L e in different types of flows
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ratio Le /LI downstream of a grid is unity as isotropic theory pre-
dicts. Examining the turbulent shear and boundary layers, the ratio
Le /d, whered is the vorticity thickness for the shear layer or the
99 percent thickness~based on free-stream velocity! for the
boundary layer, is approximately one. This result reflects the ac-
cepted behavior of an integral scale as noted earlier. Figure 5
shows a very low turbulent Reynolds number spectrum (Ret
>90) from the grid-generated turbulence case. The turbulent Rey-
nolds number is given by Ret5@1.5(u8)2#2/(ne). No inertial sub-
range is evident in Fig. 5, yet theLe calculation matched theLI
calculation very well. Note that for this spectrum,LII cannot be
accurately determined.

The behavior ofLe across a turbulent boundary layer is shown
in Fig. 6. The experimental values forne/ut

4 ~using corrected,
isotropice values!are compared with the DNS values calculated
by Spalart@14#. The filled symbols denote points where all but the
fourth of Lumley’s criteria were satisfied; the open symbols rep-
resent points where the velocity gradient caused at least one of the
other three criteria to be violated. In general, criterion four tends
to be the most difficult to satisfy. But, as Lumley also noted, good
results can be obtained assuming small-scale isotropy even when
criterion four is not met. The point of departure from Spalart’s
curve is coincident with the violation of the remaining criteria and
suggests that the criteria might be useful in dissipation calcula-
tions for other types of flows.

Finally, to explore the application ofLe in a heat transfer cor-
relation, Fig. 7 presents results from Barrett and Hollingsworth

@15# that indicate that theLe scale is an appropriate choice to
correlate a Stanton number based on a boundary-layer core refer-
ence temperature, Stref[qw /@rcp( t̄w2 t̄ L

e
1)U`#. The term t̄ L

e
1

represents the mean temperature at a distanceLe from the wall.
The parameterTL1, developed in detail in the referenced work, is
an involved expression that incorporates theLe length scale de-
scribed herein.

Conclusions
To improve the comparability of heat transfer data between

experimenters, a detailed method of calculating a turbulent length
scale will be helpful. The authors recommend thatLe be adopted
as a standard for the following reasons:

1 The method uses measurements from only a single-point in
the flow field.

2 The method can be employed in flows with mean velocity
gradients.

3 A well-defined inertial subrange is not required in the energy
spectrum; the scale is calculable in low turbulent Reynolds
number flows.

4 The scale is equivalent toLI and LII in flows in which the
latter scales can be determined.

5 The scale can be calculated from the same information used
to calculateL I ~a Fourier transform of the autocorrelation
curve produces the energy spectrum!; the added computation
relative toL I is minimal.

6 The method includes criteria to determine when the tech-
nique is invalid.

7 The calculation is more rigorous than ‘‘best fit’’ methods.
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Nomenclature

A 5 constant used in power-law fit of energy spectrum
D 5 dissipation spectrum

Fig. 5 Very low turbulent Reynolds number spectrum

Fig. 6 Boundary layer scale and dissipation evaluation

Fig. 7 Use of L e in Stanton number correlation of Barrett and
Hollingsworth †15‡

882 Õ Vol. 123, OCTOBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



E 5 power spectral density of fluctuating velocity
L 5 experimentally determined length scale related toe

R11 5 Eulerian autocorrelation coefficient
Reu 5 momentum-thickness Reynolds number (5U`u/n)
Ret 5 turbulent Reynolds number (5(1.5(u8)2)2/(ne))
T11 5 Eulerian integral time scale@defined in the text#
Tu 5 turbulence intensity (5u8/U)
U 5 time-mean Eulerian velocity in principal flow direc-

tion
cp 5 specific heat

f 5 frequency
k 5 wave number
q 5 heat flux
t̄ 5 mean temperature

u8 5 RMS fluctuating velocity in principal flow direction
ut 5 boundary layer friction velocity (5Atw /r)

v8,w8 5 RMS fluctuating velocities in non-principal flow di-
rections

x 5 streamwise distance
y 5 distance from wall

y1 5 dimensionless distance from wall (5yut /n)
L 5 experimentally determined length scale related toL f

L f 5 Eulerian integral length scale~defined in the text!
d 5 shear-layer vorticity thickness or boundary-layer

thickness
e 5 dissipation of turbulent kinetic energy
h 5 Kolmogorov length scale (5(n3/e)1/4)
u 5 momentum thickness of the boundary layer
n 5 kinematic viscosity
r 5 density
t 5 shear stress

Subscripts

1 5 x-component related
` 5 free-stream

I – III 5 scale tracking reference
e 5 energy-based

m 5 measured
t 5 turbulent

w 5 value at the wall in a wall-bounded flow
u 5 based on momentum thickness
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Inverse Boundary Design
Combining Radiation and
Convection Heat Transfer
This work investigates inverse boundary design for radiation, convection and conduction
combined-mode heat transfer. The problem consists of finding the heat flux distribution on
a heater that satisfies both the temperature and the heat flux prescribed on a design
surface of an enclosure formed by two finite parallel plates. A gray participating medium
flows in laminar regime between the walls, which are gray, diffuse emitters and absorbers.
All the thermal properties are uniform. This problem is described by an ill-conditioned
system of non-linear equations. The solution is obtained by regularizing the system of
equations by means of truncated singular value decomposition (TSVD).
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Introduction
Many industrial processes require that two thermal conditions

be imposed on some of the boundaries of the system. The designer
attempts to find the conditions on the unconstrained elements of
the system such that the two specifications are satisfied. For in-
stance, it may be required that the temperature of a processing
material be uniform, which in turn could be achieved only by
means of a uniform heat flux distribution on the material. In con-
ventional design, namelyforward design, where the mathematical
formulation relies on the knowledge of one and just one condition
on each element of the system, the designer needs to guess one
thermal condition on the unconstrained elements and, for the uni-
form temperature on the process material, check the correspond-
ing heat flux. If it is not uniform, a new guess is made, and the
calculations are rerun. This trial-and-error procedure, even if
coupled with an optimization routine, can be cumbersome to deal
with, and a great number of iterations may be necessary to achieve
a satisfactory configuration. This can be especially undesirable if
each calculation requires a large computational time.

Inverse designaims at finding the conditions in the uncon-
strained elements directly from the two specifications on the de-
sign surface, so it avoids the trial-and-error procedure of forward
design. Inverse mathematical models allow some surfaces to have
two prescribed boundary conditions, as well as some elements to
have no prescribed condition at all. For problems that involve
thermal radiation heat transfer, this type of formulation is de-
scribed by a Fredholm integral equation of the first kind, known to
result in an ill-posed problem, and can be solved only by means of
regularization methods~Hansen@1#!. The matrix of coefficients
presents singular values that decay continuously and steeply, and
conventional matrix solvers will probably fail to provide a useful
solution. The system must be regularized.

The research undertaken on inverse design can be divided into
two classes. The first includes the inverse boundary problem, in
which the conditions on some of the boundaries are sought to
satisfy the specifications on the design surfaces; the second in-
cludes the inverse heat source problem, where the heat source
distribution in the unconstrained medium is to be found. Inverse
boundary design for radiation dominated problems has been con-
sidered by Harutunian et al.@2#, Oguma and Howell@3#, Morales
et al. @4#, França and Goldstein@5#, and Matsumura et al.@6#.

Inverse heat source design in radiating systems was solved by
Kudo et al. @7#, and França et al.@8,9,10,11#. In most of those
references, the radiative enclosure was represented by a two-
dimensional rectangular geometry, formed by diffuse, gray sur-
faces, and containing either a non-participating or a gray partici-
pating medium. Most considered pure radiation heat transfer, and
so the problem could be formulated by a system of linear equa-
tions. França et al.@11# considered the combined conduction and
radiation heat transfer problem, which involves a system of non-
linear equations.

This paper considers the inverse design of a two-dimensional
enclosure, formed by two parallel surfaces. The objective is to
find the conditions on the heater located on the upper wall that
could satisfy the two specifications~temperature and the heat flux!
on the design surface located on the bottom of the enclosure. A
fully developed laminar flow of a participating medium exists
between the plates. All physical properties are assumed constant,
and the medium and wall are gray emitters and absorbers. The
major contribution of this work is to extend previous solutions to
the case where the heat transfer is governed by radiation, convec-
tion and conduction heat transfer modes. The zonal formulation is
applied for the discretization of the radiative terms of the energy
equation, while the diffusive and convective terms are treated by
the control volume method.

As is the case in combined heat transfer problems, the discreti-
zation leads to a system of highly nonlinear equations. This sys-
tem is also expected to be ill-conditioned, as an inverse analysis is
involved. The set of equations is solved by first relating the known
temperature and heat flux of the elements on the design surface
directly to the unknown radiosity of the elements on the heater,
and then finding the remaining heat transfer terms from the con-
ditions found in the previous steps. This requires an iterative so-
lution, where at each step an ill-conditioned system of linear equa-
tions on the radiosities of the heater elements is to be solved.
However, the solution to the complete combined mode problem is
found at the end of this iterative procedure, whereas an iterative
solution is required within each trial-and-error iteration~i.e., an
iterative loop within an iterative solution! necessary in a forward
problem. The ill-conditioned nature of the system is treated by
means of truncated singular value decomposition~TSVD!.

Physical and Mathematical Formulation
Figure 1 shows a schematic view of the two-dimensional enclo-

sure, formed by two parallel surfaces of lengthL, and separated
by a distance ofH. Steady state process is assumed. A gray par-
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ticipating medium flows between the two plates, with a fully de-
veloped laminar velocity profile. The design surface and the
heater are located in the center of surface 1, on the bottom, and
surface 2, on the top. The lengths of the design and of the heater
surfaces areLD andLH , respectively. All the physical properties
are assumed to be constant. Surfaces 1 and 2 are diffuse, gray
emitters and absorbers, and their emissivities are indicated by«1
and «2 . The inlet and outlet of the enclosure are modeled as
porous black surfaces at the same temperatures as the inlet and
outlet bulk temperatures of the flowing medium. The elements on
surface 1 and 2 that are not located on the design surface or on the
heater are adiabatic. The inverse design consists of finding the
total heat flux distribution on the heater that is able to provide the
specified temperature and heat flux on the design surface. This
configuration and set of conditions are representative of industrial
drying and processing ovens, and the formulation presented here
provides a useful design tool for such devices.

The mathematical formulation of the problem relies on energy
conservation. Neglecting axial conduction, viscous dissipation and
heat generation in the medium, the energy equation, in dimension-
less form, is

1

Pe

]2tg

]y2 2u
]tg

]x
1

tH

NcrPe
Q̇r-50, (1)

where the first and the second terms relate to the diffusion and
convection of heat, respectively, and the third term accounts for
the balance between the absorbed and the emitted thermal energy
by the medium element.

For an element on one of the surfaces, 1 or 2, the energy bal-
ance is:

Q1t5Q1r1Q1c (2a)

Q2t5Q2r1Q2c (2b)

in which Qt , Qr , andQc stand for the total, radiative, and con-
ductive dimensionless heat fluxes on the surface element.

To obtain the temperature distribution in the medium, and then
to solve for the heat transfer between the heater and the design
surface, it is necessary to relate the radiative terms of Eqs.~1! and
~2! to the temperature distributions. This results in a system of
integral-differential equations, which requires a numerical ap-
proach for most cases. Two distinct methods are combined for the
solution of the problem: the integral terms of the radiative rela-
tions are treated by the zonal formulation~Siegel and Howell
@12#!; the control volume method~Patankar@13#! is used to deal
with the diffusive and convection terms. Both methods are based
on the subdivision of the continuous domain into finite size ele-
ments, as shown in Fig. 2. Although this is not a necessary re-
quirement, the grids are spatially coincident in this work. To make

the zonal method calculations less time consuming, the grid is
uniform in thex andy directions, butDX andDY are not neces-
sarily the same.

Using the upwind approximation for the discretization of the
convective terms, and the second-order finite difference approxi-
mation for the diffusive terms, the conservation of energy for the
medium elementi, j becomes:

1

Pe

~2tg,i , j2tg,i , j 212tg,i , j 11!

~Dy!2 2uj

~ tg,i , j2tg,i 21,j !

Dx
1

tH

NcrPe
Q̇r ,i , j-

50. (3)

In the zonal method, each element is assumed to have uniform
emissive power and radiosity. Using this method for the discreti-
zation of the radiation term gives:

Q̇r ,i , j- 5
1

4Dy S 24tHDytg,i , j
4 1(

k,l
Gk,lGi , j tg,k,l

4

1(
k

S1kGi , jQ1o,k
4 1(

k
S2kGi , jQ2o,k

4 1Se1Gi , j te1
4

1Se2Gi , j te2
4 D . (4)

The first term on the right-hand side of Eq.~4! accounts for the
thermal radiation emitted by thei, j medium element. The remain-
ing terms account, respectively, for the absorption of thermal ra-
diation originating from the other medium elements, from the wall
elements on surfaces 1 and 2, and from the two ends of the en-
closure, assumed to be black bodies at the medium bulk tempera-
ture. The termsSG and GG are the surface-to-medium and
medium-to-medium direct-exchange areas per unit of depth. They
depend only on the geometry and optical thicknesstH , and are
non-dimensionalized byDX.

For non-black walls, it is convenient to combine the emitted
and the reflected radiation energy into one term, the radiosity. The
dimensionless radiosityQo of an element located on surfaces 1 or
2 can be calculated by

Q1o,k5Q1r ,k1(
j

S2 jS1kQ2o, j1(
i , j

Gi , jS1ktg,i , j
4 1Se1S1kte1

4

1Se2S1kte2
4 (5a)

Q2o,k5Q2r ,k1(
j

S1 jS2kQ1o, j1(
i , j

Gi , jS2ktg,i , j
4 1Se1S2kte1

4

1Se2S2kte2
4 (5b)

The first term on the right-hand side is the dimensionless radia-
tive heat flux on the element, which is a balance between the
thermal radiation that leaves and arrives on it. The other terms
account for the incidence of radiation from all the other surface

Fig. 1 Two-dimensional enclosure for inverse design

Fig. 2 Division of the enclosure into spatially coincident
zones and control volumes
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and medium elements, and from the ends of the enclosure. The
radiosity can also be related to the temperature and radiative heat
flux by

Q1o,k5t1,k
4 2

~12«1,k!

«1,k
Q1r ,k (6a)

Q2o,k5t2,k
4 2

~12«2,k!

«2,k
Q2r ,k (6b)

The dimensionless conductive heat flux from a wall element to
an adjacent medium element is calculated by the second-order
finite difference approximation

Q1c,k54Ncr

8t1,k1tg,k, j 5229tg,k, j 51

3Dx
(7a)

Q2c,k54Ncr

8t2,k1tg,k, j 5M2129tg,k, j 5M

3Dx
. (7b)

The indicesj 51 andM refers to the medium elements neigh-
boring the bottom and upper wall, respectively.

Solution Procedure. Equations~3! to ~7! contain all the rela-
tions necessary for the solution of the problem. They form a sys-
tem of nonlinear equations, as the unknowns include both the
dimensionless temperaturet and the emissive powert4 of the
medium and wall elements. In forward problems, such systems
have been often solved by using an iterative approach: some terms
~for instance, the temperature! are chosen as the primary un-
knowns of the system, while others~for instance, the emissive
power! are calculated from the conditions found in the previous
iteration. The convergence of the solution depends on careful
analysis of the physical system. The terms related to the dominant
heat transfer process should be used as the primary unknowns,
while the other terms are calculated from the conditions of the
previous iteration. In inverse analyses, an even more careful
analysis of the problem is necessary for the numerical scheme to
converge, because of the inherent instability of ill-conditioned
problems.

In the type of system considered in Fig. 1, the design surface is
heated by the top surface by means of thermal radiation. The
participating medium affects the heating process through thermal
radiation and convection mechanisms, and convection is neces-
sary to remove vapor released by drying on the design surface or
as an auxiliary heat transfer mechanism. However, an effective
design of such a system is the one that maximizes the effect of the
heater~the controllable part of the system! on the design surface,
so that the radiation exchange between the two surfaces is domi-
nant in the process. This dominance should be reflected in the
setting of the unknown and guessed terms. An optimum set of
equations can be proposed that relates the two known conditions
on the design surface directly to the unknown radiosity of the
heater elements. All the other terms involved in the system~con-
vective and diffusive!are calculated from the conditions found in
the previous iteration. An attractive aspect of this procedure is that
the ill-posed part of the problem~which arises from the fact that
the design surface contains two imposed conditions, while the
heater has no imposed boundary condition at all! is separated from
the remainder of the problem.

In a similar sense, a well designed system should not have an
optically thick participating medium~that is, t5kH→`! be-
tween the surfaces, because the effect of the heater on the design
surface would be minimized by the presence of a highly absorbing
medium. The inverse solution would probably not be able to find
a proper solution for the heater, since any power input distribution
to the heater would make a small difference on the design surface;
the heating of the design surface could hardly be controlled by the
heaters. Therefore, the inverse solution of interest should consider
only low or moderate optical thickness, where the solution of the

energy equation in the medium is based on the terms of diffusion
and convection, while the radiative heat source is guessed at each
iteration.

The known conditions of the problem are: the temperature and
heat flux on the design surface elements, the heat flux on the
adiabatic regions of surfaces 1 and 2~that is,Qt50!, and the inlet
medium bulk temperature. The solution is achieved by the follow-
ing iterative steps:

1 The medium temperature initially is assumed to be uniform
and equal to the known inlet bulk temperature,tg,i , j5te1 . The
conductive heat flux from the design element to the medium is
assumed zero,Q1c,k50. The radiosity of the elements located in
the adiabatic regions of surfaces 1 and 2 are guessed aste1

4 .
2 The outlet medium bulk temperature is calculated from the

medium temperature distribution atx5L/H.
3 The radiative heat flux and the radiosity on the elements of

the design surface are calculated from Eqs.~2a! and ~6a!.
4 For every element on the design surface, Eq.~5a! can be

rearranged to form the system of equations in terms of the un-
known radiosities of the elements on the heater. The radiosity for
the elements in the adiabatic region of surface 2 are included
among the guessed terms as follows:

(
j-heater

S2 jS1kQ2o, j5Q1o,k2Q1r ,k2 (
j -adiabatic

S2 jS1kQ2o, j

2(
i , j

Gi , jS1ktg,i , j
4 2Se1S1kte1

4 2Se2S1kte2
4 .

(8)

5 Once the radiosity of each element on the heater surface is
determined, the radiative heat flux and the temperature can be
found, in this order, from Eqs.~5b! and ~6b!.

6 From the knowledge of the radiosity on each element of the
wall, it is possible to calculate the medium radiation term from
Eq. ~4!. Then, the energy balance equation, Eq.~3!, can be solved
to give the temperature distribution in the medium.

7 The conductive and the radiative heat transfer on the wall
elements are calculated, in this order, by Eqs.~7! and ~2!.

8 With the new values for the medium temperature, conductive
heat flux on the design surface, and radiosity of the elements in
the adiabatic regions of surfaces 1 and 2, the calculations start
again at step 2, and are repeated until convergence is achieved.

Regularization of the System of Equations
Step~4! of the above procedure involves the solution of a sys-

tem of linear equations on the radiosities of the heater elements,
which can be represented by

A"xÄb„x…, (9)

where the coefficient matrixA is formed by the surface-to-surface
direct-exchange areas between the elements on the heater and the
design surface, vectorx represents the unknown radiosities of the
heater elements, and vectorb contains the terms guessed in the
previous iteration, being dependent onx.

The system of Eq.~9! is the discretized form of a set of equa-
tions that includes Fredholm integral equations of the first kind,
and so it is expected to present the characteristics of ill-posed
problems. In general, the components of the exact solution vector
x present steep oscillations between very large absolute numbers
having alternating signs, and small perturbations cause a much
amplified change in the solution. The solution of ill-posed prob-
lems does not aim at an exact solution, but rather to impose ad-
ditional constraints to reduce the size~norm! of x to achieve a
smooth solution. However, the greater the smoothness imposed on
the solution, the greater will be the residual. This is the basic idea
behind the regularization methods for the solution of ill-posed
problems.
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Among other regularization procedures, such as the conjugate
gradient and Tikhonov methods, the truncated singular value de-
composition~TSVD! is employed here. In singular value decom-
position, the matrixA is decomposed into three matrices:

A5 U•W•VT. (10)

U and V are orthogonal matrices, andW is a diagonal matrix
formed by the singular valueswj , such that w1>w2> . . .
>wN21>wN>0. The solution vectorx can be computed by

x5(
j 51

N S b•uj

wj
D vj , (11)

whereN stands for the number of unknowns.
In ill-posed problems, the singular valueswj decay continu-

ously to very small values with increasingj. As they are in the
denominator of Eq.~11!, the components ofx can present very
large absolute numbers. However, the smaller the singular value
wj is, the closer the corresponding vectorvj is to the null-space of
A. In other words, the terms related to the smaller singular values
can be eliminated from Eq.~11! without introducing a large error
to the solution. This is the principle idea of the TSVD: only the
terms related to thepth largest singular values are kept on Eq.
~11!, instead of allN terms. The TSVD regularized solution is
given by

x5(
j 51

p S b•uj

wj
D vj , (12)

where the regularization parameterp is defined as the number of
terms of the linear combination of Eq.~11! that are kept for the
computation ofx. The solution is the vectorx with the smallest
norm subject to minimum deviation in the residualuA•x2b(x)u.

Another aspect of the inverse solution concerns the number of
unknowns and the number of equations. Equation~8! is set for all
the elements on the design surface, while each element on the
heater contains one unknown radiosity. Therefore, the number of
equations equals the number of unknowns only when the numbers
of elements on the design surface and heater are the same. This is
not always the case. An important feature of the TSVD method is
that it can be applied to the case where the numbers of unknowns
and equations are not the same, as shown in the results section.

Verification of the Solution. Due to the need for regulariza-
tion of the system on step~4!, an exact solution is not expected.
The following procedure is used for the verification of the solu-
tion. Once the heat flux on the heater is obtained, a forward prob-
lem is solved where the heat flux on surface 2 is known, and only
the temperature on the design surface is imposed. The heat flux on
each elementk of the design surface is then calculated, and com-
pared to the heat flux imposed by

gk5UQimposed,k2Qinverse,k

Qimposed,k
U, (13)

whereQimposed,k is the specified heat flux, andQinverse,k is the total
heat flux resulting from the conditions on the heater that were
obtained in the inverse solution. Oncegk is calculated for each
element, the maximum and arithmetic average errorsgmax and
gavg can be readily found.

It is possible that a trial-and-error solution could provide a so-
lution comparable with that from the inverse solution. Whether
this is possible depends on many factors, such as the expertise of
the analyst, the accuracy of an initial guess for the solution, and
the comparison in time required for the standard forward solution
compared with the time for an inverse solution. The latter factor is
addressed in@14#, where the speed of an inverse solution was
compared with that of a forward solution on the same computer.
The inverse solution required from 1.7 to 5 times the CPU time of
a single forward solution. Thus, if a forward iterative solution
takes between 1.7 and 5 iterations, the total times would be the

same for either method. However, the number of iterations needed
for a particular forward solution cannot be determineda priori.

Results and Discussion
For the system shown in Fig. 1, uniform temperature and heat

flux are imposed on the design surface, equal tot151.0, and
Q1t5216.0 ~the negative sign ofQ1t indicates that heat is trans-
ferred from the enclosure to the design surface!. The elements on
surfaces 1 and 2 that are not located on the design surface or on
the heater are adiabatic; that is,Qt50. A participating medium
enters the enclosure with a uniform temperature oftg51.0. The
fully developed laminar flow has an average Reynolds number of
Re52000. The Prandtl number is Pr50.69, and the Stark number
is NCR57.6031024. The optical thickness of the enclosure is
tH5kH50.2. All the walls have the same emissivity:«15«2
50.8. The dimensionless length of the enclosure and of the design
surface are, respectively,L/H55.0 andLD /H53.0. The proposed
inverse design is applied to find the necessary heat flux distribu-
tion on the heater for different dimensionless lengthsLH /H and
different regularization parametersp.

The grid is formed by 50 and 20 uniform size elements in thex
and y direction, respectively. This results inDx5DX/H50.10,
Dy5DY/H50.05, andr 5Dx/Dy52. The accuracy of this grid
is verified later.

Because the dimensionless length of the design surface is 3.0,
there are 30 design surface elements. As discussed previously, a
total of 30 relations as Eq.~8! can be written. If the size of the
heater is also set equal toLD /H53.0, the number of unknown
radiosities on the heaters is also 30, making the number of un-
knowns and equations the same. The components of matrixA are
the direct-exchange areasS2 jS1k relating the elements in the de-
sign surfaces and heaters. Once the matrixA is formed, the sin-
gular value decomposition is performed to generate the singular
valueswj , which are presented in Fig. 3 forLH /H53.0. As can
be seen, the singular values decay continuously to a magnitude as
small as 1028, a typical characteristic of ill-posed problems. The
TSVD regularization is necessary to smooth the solution, as well
as allow convergence of the iterative procedure. As verified in
previous works~França et al.@8–11#!, truncating all the terms
related to singular values smaller that 1023 usually leads to con-
vergence and smooth solutions. Using this information, the first
guess made to find the best regularization parameter wasp510,
taken by checking the singular values of Fig. 3. Solving the prob-
lem for this p, it is found that some components of vectorx

Fig. 3 Singular values of matrix A for different heater dimen-
sionless lengths, L H ÕH. L ÕHÄ5.0; L D ÕHÄ3.0; tHÄ0.2; «1Ä«3
Ä0.8; ReÄ2,000; PrÄ0.69; NCRÄ7.60Ã10À4. Grid: 50Ã 20.
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converge to negative numbers, which is not physically acceptable,
as they stand for the radiosity. Other solutions are attempted by
decreasingp until the vectorx contains only positive values. This
occurs forp55. The corresponding heat flux on surface 2 is pre-
sented in Fig. 4. The arithmetic average and maximum errors for
this solution, as defined by Eq.~13!, are rather high:gavg
51.26 percent andgmax55.26 percent. Another unsatisfactory as-
pect is the presence of a negative heat flux in some of the ele-
ments, which is not an interesting solution for a heater.

Figure 4 also indicates that, to keep the design surface at uni-
form heat flux and temperature, the heat flux should be the great-
est for the elements close to the extremities of the heater. This can
be an indication that if the heater is ‘‘stretched’’ towards the two
ends of the enclosure, where a greater heat flux is needed, the
peak heat flux can be reduced.~An alternative solution would be
to shorten the size of the design surface.! The dimensionless size
of the heater,LH /H, can be set as 3.4, 3.8, and 4.2, instead of 3.0.
The first implication of this concerns the change of the number of
unknowns. Keeping the same grid resolution as before, the num-
bers of unknowns whenLH /H is 3.4, 3.8, and 4.2 are, respec-
tively, 34, 38, and 42. The number of equations, related to the
number of elements on the design surface, is still 30. This makes
the number of unknowns greater than the number of equations,
and the system is underdetermined. The singular values of matrix
A for these three cases are presented and compared to the case
whereLH /H is 3.0 in Fig. 3. There is no significant change in the
singular value spectrum for the four cases presented. Only the 30
largest singular values are presented, as the remaining are zero for
the system having more than 30 unknowns. The TSVD method
can be applied in exactly the same way as before for such sys-
tems, by keeping thep largest singular values in Eq.~12!. The
elimination of the terms related to the zero singular values intro-
duces no additional error to the solution. For the cases where
LH /H is 3.4, 3.8, and 4.2, it is possible to usep larger than 5 and
still recover a solution having physical meaning. Figures 5 and 6
present the heat flux on surface 2 settingp equal to 6 and 7 for the
different sizes of the heaters. The figures indicate that, for a given
regularization parameterp, the greater isLH /H, the smaller are
the peaks of heat flux necessary on the heater, as it is distributed
along a greater length. For a givenLH /H, increasingp from 6 to
7 adds one more oscillation to the heat flux.

Considering that the problem allows different solutions, as in-
dicated on Figs. 4 through 6, it is of interest to establish a set of
criteria for the choice of one or some of them. As already dis-
cussed, solutions that present negative heat flux on surface 2 are

not interesting designs for a heater. This eliminates the solutions
obtained forLH /H53.0 with p55, andLH /H53.4 with p57.
Due to the need for regularization of the inverse problem, the
maximum (gmax) and average (gavg) errors must always be
checked to validate or eliminate a given solution. For this particu-
lar problem, another aspect to be compared between the solutions
is the efficiencyh of the heating process; that is, the ratio between
the total heat imposed on the design surface, and the necessary
input of heat on the heater. Table 1 presents the maximum and the
average errors for each solution of Figs. 5 and 6, as well as the
efficiency of the heating process. Keeping constant the regulariza-
tion parameterp, the average and the maximum errors of the
inverse solution decrease asLH /H is increased from 3.4 to 4.2.
The efficiency of the heating process decreases only slightly as
LH /H increases from 3.4 to 4.2, because the increment in the size
of the heater is balanced by the smoothing of the heat flux peaks.
Considering that this small decrease in the efficiency is not a high
price to pay for a smoother heat flux on the heater, the solutions
for LH /H54.2 with p56 and 7 can be chosen as the most inter-
esting. If a minimum number of oscillations is preferred, then the

Fig. 4 Heat flux on the heater for L H ÕHÄ3.0 with pÄ5. Design
surface: t 1Ä1.0 and Q1tÄÀ16.0; L ÕHÄ5.0; L D ÕHÄ3.0; tH
Ä0.2; «1Ä«3Ä0.8; ReÄ2,000; PrÄ0.69; NCRÄ7.60Ã10À4. Grid:
50Ã20.

Fig. 5 Heat flux on the heater for different L H ÕH with pÄ6.
Design surface: t 1Ä1.0 and Q1tÄÀ16.0; L ÕHÄ5.0; L D ÕHÄ3.0;
tHÄ0.2; «1Ä«3Ä0.8; ReÄ2,000; PrÄ0.69; NCRÄ7.60Ã10À4.
Grid: 50Ã 20.

Fig. 6 Heat flux on the heater for different L H ÕH with pÄ7.
Design surface: t 1Ä1.0 and Q1tÄÀ16.0; L ÕHÄ5.0; L D ÕHÄ3.0;
tHÄ0.2; «1Ä«3Ä0.8; ReÄ2,000; PrÄ0.69; NCRÄ7.60Ã10À4.
Grid: 50Ã 20.
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first of these two solutions is the best of the set. A typical com-
putation required 1m 42s of CPU time~IBM PowerPC 604e-233
MHz!, with no significant change as the considered parametersp
andLH were changed.

The validation of a numerical solution requires a grid indepen-
dence study. It is of interest to learn how the change of resolution
can affect the inverse solution, because for a given grid size the
solution depends also on the regularization imposed on the
system.

The grid is now divided into 30 and 75 uniform elements on the
x and y directions, with Dx5DX/H50.0667, Dy5DY/H
50.0333, andr 5Dx/Dy52. For comparison with the previous
grid, 20350, the caseLH /H54.2 is considered. For the 30375
grid, the design surface and the heater are divided into 45 and 63
elements. The system of equations of step~4! will have conse-
quently 45 equations and 63 unknowns on the radiosities of the
heaters. Once matrixA is formed, it is regularized by the TSVD
method. The singular values are presented in Fig. 7, which com-
pares them to the singular values obtained for the previous 20
350 grid. As seen in the figure, the singular values for the two
grids coincides at the higher values~lower j!, which are the ones
that are not truncated by the regularization. This is an indication
that the same regularization parameterp can be used in both cases
to generate a similar result. In fact, Fig. 8 shows that the heat
fluxes on surface 2 for the two grids, both obtained by settingp
56, present a very good agreement.

Figures 7 and 8 also present the results for grid resolution of
100340 and 125350. The solutions match those obtained for the
grid resolutions of 50320 and 75330, indicating that the pro-
posed method is stable with respect to mesh refinement. Further

refinement was barred by memory limitation. Although the
present solution presents stability with respect to the grids tested
~up to memory limitation!, it has been reported@14# that inverse
problems can face difficulties with mesh refinement, which may
prevent an inverse solution from being found for very fine grids.
The important point is that the error related to grid resolution is
usually negligible in comparison to the level of precision that is
required in inverse design~usually within about 1 percent!.

A last aspect considered in this work concerns the implementa-
tion of the inverse solution. Considering again the solution for
LH /H54.2 with p56 as the most satisfactory, the designer must
specify heating devices along the heater such that the distribution
shown on Fig. 8 is attained. Within the constraint of the grid
resolution of 50320, a total of 42 heating elements should be
installed. A practical design may be more interesting if a smaller
number of heating elements were employed, even at the expense
of accuracy. In Fig. 8, the heat flux distribution on the heater is

Fig. 7 Singular values of matrix A for different grid resolu-
tions: 50Ã 20, 75Ã30, 100Ã40, 125Ã50. L ÕHÄ5.0; L D ÕHÄ3.0;
tHÄ0.2; «1Ä«3Ä0.8; ReÄ2,000; PrÄ0.69; NCRÄ7.60Ã10À4.

Table 1 Average and maximum relative errors, and efficiency
of the heating process for the inverse solutions of Figs. 5 and
6. Design surface: t 1Ä1.0 and Q1tÄÀ16.0; L ÕHÄ5.0; L DÕH
Ä3.0; tHÄ0.2; «1Ä«3Ä0.8; ReÄ2000; PrÄ 0.69; NCRÄ7.60
Ã10À4; Grid: 50Ã20.

Fig. 8 Heat flux on the heater for four different grid resolu-
tions: 50Ã20, 75Ã30, 100Ã40, and 125Ã50, and employing only
6 heating devices. Design surface: t 1Ä1.0 and Q1tÄÀ16.0;
L ÕHÄ5.0; L DÕHÄ3.0; tHÄ0.2; «1Ä«3Ä0.8; ReÄ2000; Pr
Ä0.69; NCRÄ7.60Ã10À4; L HÕHÄ4.2 with pÄ6.

Fig. 9 Heat fluxes on the design surface: as imposed, and em-
ploying 42 and 6 heating elements. Design surface: t 1Ä1.0 and
Q1tÄÀ16.0; L ÕHÄ5.0; L DÕHÄ3.0; tHÄ0.2.; «1Ä«3Ä0.8; Re
Ä2000; PrÄ0.69; NCRÄ7.60Ã10À4; L HÕHÄ4.2 with pÄ6; Grid:
50Ã20.
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presented for six heating devices installed along the heater. The
amount of energy to be provided by each heating device is deter-
mined by averaging the energy of the elements that form it, as
found from the solution with the grid resolution of 42 elements.
Such a solution leads to the heat flux on the design surface shown
in Fig. 9, which compares it to the imposed heat flux, as well as
the one obtained when all the 42 element devices are employed.
The average and maximum errors of the solution having only the
six uniformly heater elements aregavg50.676 percent andgmax
53.401 percent. The greater error is observed near the ends of the
design surface, where the absolute value of the heat flux is smaller
than the specified one. A better solution could be attempted by
increasing the energy input of the heating elements close to the
ends of the enclosure, or using heating devices with non-uniform
sizes so that the oscillatory behavior of the inverse solution is
better simulated.

Conclusions
This work considers the inverse boundary design where the

power input on the heaters was determined to satisfy the specified
temperature and heat flux distribution on the design surface. The
mathematical formulation was described by a system of highly
nonlinear equations describing combined radiation-convection
heat transfer. The numerical discretization of the problem led to an
ill-conditioned system of equations as expected in inverse design.
This system cannot be solved by conventional matrix solvers, but
requires regularization methods, such as truncated singular value
decomposition~TSVD!. The TSVD eliminates the linear combi-
nations related to the smaller singular values of the system, keep-
ing only the p largest ones. Regularization of the system intro-
duces some error, but makes it possible to obtain practical and
approximate solutions.

The proposed procedure was developed for the situation that is
the most interesting for the design problem in Fig. 1: low to mod-
erate channel optical thickness, so that the thermal radiation from
the heater can properly control the conditions on the design sur-
face. A system of equations was set to relate the two imposed
conditions of the design surface directly to the unknown radiosity
of the heater, calculating the other terms from the conditions
found in the previous iterative step. Because the ill-conditioned
part of the problem was isolated, it was necessary to apply regu-
larization only to a reduced system of equations, whose matrix of
coefficients did not vary at each iteration, allowing a single regu-
larization.

The examples treated the case where both the prescribed tem-
perature and heat flux on the design surface were uniform. In
general, the required heat flux on the heater presented an oscilla-
tory behavior, where the peaks were reduced by increasing the
length of the heater. As seen in the examples, the required heat
flux decreases along the channel, as the flowing medium increased
in temperature and transferred more energy to the design surface
by radiation and conduction. If there were no fluid flow~convec-
tion!, the heat flux distribution would be symmetric with the chan-
nel length for the uniform conditions required on the design sur-
face.

The necessary power to the heater was found for different
lengths of the heater and regularization parametersp. As typical of
inverse design, the problem presented a number of different solu-
tions, which were compared to each other according to the prac-
ticality of the design, the error of the solution, and the thermal
efficiency. The error of the inverse design decreased as the regu-
larization parameterp was increased, but this added one more
oscillation to the solution. Using different grid resolutions, it was
possible to find the same solution by keeping the same regulariza-
tion parameterp. The optimum regularization parameterp must be
found for each inverse problem. The same is valid for most regu-
lation methods, as required in finding the Tikhonov regularization
parametera, or the number of iterations for the conjugate gradient
methods. Although a number of truncation parametersp must be

tested, it should be observed that every single solution is a math-
ematical approximation for the problem, which can be selected if
the imposed requirements~physical and practical constraints! are
satisfied. Besides, as shown in the paper, there is usually a limited
number of regularization parameters after which the solution be-
comes plagued by undesirable oscillations.

A last aspect investigated in the paper concerns the specifica-
tion of a limited number of heaters, each one having finite size
and uniform power input, instead of a continuous distribution. The
power to each finite heater was calculated by simply averaging the
heat flux on the elements contained in the heater. The average
error of the solution was still below 1.0 percent, which can be
considered satisfactory for many practical applications. It would
be difficult to find a solution of similar accuracy using conven-
tional trial-and-error methods.
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Nomenclature

A 5 matrix of coefficients
b 5 vector of independent terms

cp 5 specific heat at constant pressure, J/kg•K
GG 5 dimensionless gas-to-gas direct exchange area

H 5 height of the enclosure, m
k 5 thermal conductivity, W/m•K
L 5 length of the enclosure, m
M 5 number of medium elements iny-direction
N 5 number of components of the vector of unknownsx

Ncr 5 conduction-radiation parameter,ka/4sTref
3

p 5 regularization parameter of the TSVD method
Pe 5 Peclet number, RePr
Pr 5 Prandtl number,cpm/k
q 5 heat flux, W/m2

Q 5 dimensionless heat flux,q/sTref
4

Qr- 5 medium dimensionless radiative balance term
r 5 grid ratio,Dx/Dy

Re 5 average Reynolds number,rUmH/m
SS 5 dimensionless surface-to-surface direct exchange

area
SG 5 dimensionless surface-to-gas direct exchange area

T 5 temperature, K
t 5 dimensionless temperature,T/Tref

w 5 singular values from SVD decomposition ofA
W 5 diagonal matrix from SVD decomposition ofA

x, y 5 dimensionless coordinates,X/H andY/H
X, Y 5 dimensional coordinates, m

x 5 vector of unknowns
vj 5 j th column of matrixV
u 5 elements of matrixU; dimensionless velocity,U/Um

Um 5 medium bulk velocity, m/s
U, V 5 orthogonal matrices from SVD decomposition ofA

Greek Symbols

« 5 emissivity of surface
g 5 error of the inverse solution
k 5 medium absorption coefficient, m21

m 5 medium viscosity, kg/m•s
r 5 medium density, kg/m3

j 5 relative error of inverse solution
tH 5 optical thickness with the respect to the height,kH

Subscripts

c 5 conductive heat flux
D 5 design surface
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g 5 medium
H 5 heater

i, j, k, l 5 indices
o 5 outgoing radiative heat flux~radiosity!
r 5 radiative heat flux
t 5 total heat flux
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Analysis of Radiative Heat
Transfer in Complex
Two-Dimensional Enclosures With
Obstacles Using the Modified
Discrete Ordinates Method
In this work, an extension of a modified discrete ordinates method recently proposed by
other researchers is presented. It is intended to counter the ray effect inherent in this
method. The media analyzed are absorbing, emitting and isotropically or anisotropically
scattering and the enclosure geometry is arbitrary. Cases with obstructions are empha-
sized. The radiative intensity is broken into two parts: the wall-related intensity and the
medium-related intensity. The former is treated separately by rigorous integration over
the entire solid boundary. A new differencing scheme based on quadrangular grids is also
proposed and used for the treatment of the medium-related intensity. Results confirm that
the proposed method is a good general remedy for anomalies caused by the ray effect due
to the geometry.@DOI: 10.1115/1.1375812#

Keywords: Gaseous, Heat Transfer, Participating Media, Radiation, Scattering

Introduction
Due to the difficulty in finding an exact analytical solution to

the integro-differential radiative transfer equation~RTE! in gen-
eral absorbing-emitting-scattering media, a diversity of numerical
methods have been worked out over the last forty years. In this
respect, the discrete ordinates method~DOM! stands as one of the
most popular methods for the solution of the RTE@1–3#. It has
received significant attention due to its good accuracy, its compu-
tational economy and its easy implementation. However, rela-
tively few researchers have used the DOM in complex geometries.
For this aspect, Cheong and Song@4# have developed a numerical
scheme by interpolating the intensities and the volumetric source
terms between nodes in irregular enclosures. In a related way,
Raithby and Chui@5# and Chui et al.@6# proposed a finite volume
method~FVM! applicable to arbitrary geometries. Chai et al.@7#
also applied a similar FVM technique. Liu et al.@8# examined and
compared the accuracy of the DOM and FVM procedures in gen-
eral body-fitted coordinates.

Another practical problem which has received little attention, is
the discrete ordinates modeling of radiative heat transfer in enclo-
sures with obstacles. Sanchez and Smith@9# applied the DOM to
two-dimensional rectangular enclosures with protrusions and ob-
structions containing a transparent medium. The same method was
applied to radiative transfer in a three-dimensional furnace with
complex geometry including cooling pipes@10#. Coehlo et al.@11#
proposed a comparison between the discrete transfer method, the
DOM and the finite volume method to handle enclosures with
baffles and containing an emitting-absorbing medium.

Despite the fact that the DOM can be applied to different situ-
ations as mentioned above, this method still suffers from some
shortcomings as the so-called ray effect@12#. The ray effect is due
to the discretization of the angular distribution of the radiative
intensity. Some remedies were proposed to tackle this phenom-

enon. An iterative procedure based on the stochastic generation of
the sets of ordinates directions was used by Pasini and Castellano
@13#. Ramankutty and Crosbie@14,15#adopted an idea originally
proposed by Olfe@16# and Modest@17# and consisting in using a
modified differential approximation based on breaking up the ra-
diation intensity into two parts, i.e., the intensity due to the me-
dium and the intensity due to the enclosure walls. The medium-
related intensity was treated by the DOM~Olfe @16# and Modest
@17# had used the spherical harmonics method!. They applied the
technique to two-dimensional and three-dimensional cartesian en-
closures with non-uniform boundary conditions. Sakami and
Charette@18# extended this modified discrete ordinates method
~MDO! to the treatment of the ray effect in an absorbing, emitting
and scattering medium enclosed in a cavity of irregular geometry.
The MDO method was also used, with a new version of the DOM,
by Wu and Liou@19# to analyze the radiative transfer in a cylin-
drical enclosure with Fresnel boundaries. Another shortcoming of
the DOM, the false scattering, will be discussed in the Results
section.

In this paper, the application of the MDO to complex geometry
with obstruction is presented. A new quadrangular differencing
scheme, based on a previous triangular differencing approach
@20,21#is also introduced. Since in this work we deal with radia-
tion in irregular geometry enclosures, the alternative angular dis-
cretization procedure proposed by Koch et al.@22#, the Double
Cyclic Triangles~DCT! quadrature, is used and its capacity to
avoid directional biasing is tested. The standard and modified dis-
crete ordinates~SDO and MDO, respectively! solutions are com-
pared for different cases.

Modified Discrete Ordinates Method
An irregular enclosure the surfaces of which are perfectly dif-

fuse opaque reflectors is considered. The cavity contains an ab-
sorbing, emitting and isotropically or anisotropically scattering
medium, with or without obstructions.

The radiative transfer equation~RTE! in a given directionV is

1Current address: Department of Mechanical Engineering, Lamar University, P.O.
Box 10028, Beaumont, Texas 77710: E-mail: msakami@yahoo.fr
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1

b
V•¹I ~s,V!1I ~s,V!5~12v!I b~s!

1
v

4pE4p
F~V8,V!I ~s,V8!dV8.

(1)

On each physical surface of the cavity, the associated boundary
condition ~here purely diffuse reflection! can be written as

I leav~V!5«I b,w1
12«

p E
ns•V8.0

ns•V8I incodV8, ns•V,0

(2)

wherens is the unit outward normal vector at the boundary and«
the emissivity of the wall.

In the discrete ordinates method, the RTE and the associated
boundary condition are replaced with a set of equations for a finite
number ofM directions in the total 4p sr solid angle. The integral
terms of Eqs.~1! and ~2! are reformulated with the aid of an
angular quadrature of orderM. This discretization gives excellent
results for a number of cases, but it suffers from a drawback,
called the ray effect, under certain conditions, especially when the
temperatures on the physical boundaries or in the medium are not
uniform.

To tackle this shortcoming, Ramankutty and Crosbie@14# pre-
sented a modified DOM. This method consists in breaking up the
intensity into two parts, as follows:

I ~s,V!5I g~s,V!1I w~s,V!. (3)

In this equation,I w(s,V) is due only to the emission and re-
flection at the walls; it is obtained by considering the scenario
where no emission and in-scattering occur in the medium. It rep-
resents the residual intensity at a given location after its attenua-
tion by the absorbing and scattering medium.I g(s,V) is the in-
tensity at the same location due to the medium contribution by
emission and in-scattering. The main feature of this modified
DOM is that the computation of radiation emanating from the
surfaces is treated separately. The attenuated wall-related intensity
I w(s,V) can be solved analytically and the corresponding in-
scatter term as well as the heat flux distribution at the walls can be
evaluated with good accuracy in a similar way as the zonal
method.

Let I w satisfy the equation obtained in the case where only
attenuation by absorption and scattering occur. Then Eq.~1!
reduces to

1

b
V•¹I w~s,V!1I w~s,V!50. (4)

Integration leads to the following analytical solution

I w~s,V!5I w, leave2bs~x,y,V!, (5)

wheres(x,y,V) is the path length from the wall to a given point
in the medium for theV direction andI w, leav is the upstream wall
boundary condition forI w, which is obtained from general Eq.
~2!. Substitution of Eqs.~3! and ~4! into Eq. ~1! gives

1

b
V•¹I g~s,V!1I g~s,V!5~12v!I b~s!1

v

4pE4p
F~V8,V!

3@ I g~s,V8!1I w~s,V8!#dV8. (6)

The boundary condition related toI g is:

I g, leav~V!5
12«

p E
ns•V8.0

ns•V8I g, incodV8, ns•V,0, (7)

which emphasizes that the walls are simply reflecting when the
intensity of the medium is considered.

The Wall-Related Moments. Figure 1 illustrates a general
case where the scattering medium receives radiation from bound-
aries of arbitrary shape. The in-scatter term due to the wall con-
tribution can be extracted from Eq.~6! as:

Jw~s,V!5E
4p

F~V8,V!I w~s,V8!dV8. (8)

By introducing Eq.~5! into Eq. ~8!, and considering thatdV8
5dA8 cosu8/d2, one obtains

Jw~s,V!5E
4p

F~V8,V!I w, leave2bs~x,y,V8!
cosu8dA8

d2 , (9)

whered is the distance from the wall~areadA8) to the considered
point (xs ,ys,0). It is given by

d5A~xs2xt!
21~ys2yt!

21zt
2.

From Fig. 1, one can write for a two-dimensional geometry

Jw~s,V!5E
t
E

2`

1`

F~V8~ t,z!,V!I w, leav
e2bd

d2 cosu8dzdt.

(10)

(xs ,ys,0) are the spatial coordinates of points lying in the plane
of the paper, and (xt ,yt ,zt) are those of a given point on the
boundary. Note that the RHS of Eq.~10! is integrated over the
complete boundaryt independently of the complexity of this
boundary.

Since in this work we deal with anisotropic scattering radiation
in irregular geometry with non-uniform boundary conditions, a

Fig. 1 Contribution of the infinite wall strip dA 8 to the in-
scatter process within an arbitrary geometry. dA 8 and the point
„x s ,y s,0… define the differential solid angle d V8. Note that u8
has been displaced to the rear wall to avoid confusion on the
figure, however, it should be seen as normal to dA 8.
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more general approach is to proceed as in the zonal method. It
consists in breaking up the enclosure wall intoN sub-surfaces of
uniform intensity. Equation~10! then becomes

Jw~s,V!5(
j 51

N E
t j8

t j9E
2`

1`

F~V8~s,t j ,zt!,V!I w, leav
e2bd

d2

3cosu8dztdtj

5(
j 51

N E
t j8

t j9E
0

A

@F~V8~s,t j ,zt!,V!

1F~V8~s,t j ,2zt!,V!#I w, leav
e2bd

d2 cosu8dztdtj

(11)

with bA@1. The transformation uztu5@(xs2xt)
21(ys

2yt)
2#1/2 sinh(u), proposed by Ramankutty and Crosbie@14#, is

used.Jw(s,V) is then evaluated numerically using the Gaussian
quadrature. In presence of obstacles, cases where only a portion of
the sub-surfacej is seen by the local points may occur. These
cases are taken into account.

The Wall-Related Heat Flux. The wall-related heat flux can
be evaluated at a subsurfacei by

qw5(
j 51

N

sisjRj2Ri , (12)

wheresisj is a dimensinless interchange area evaluated per unit
area of subsurfacei and the radiosityRi is given by

Ri5«pI b1~12«!(
j 51

N

sisjRj (13)

sisj can be obtained from:

sisj5
1

Ai
E

t i8

t i9E
2`

1`E
t j8

t j9E
2`

1`e2bd

d2 cosu cosu8dzjdtjdzidti ,

(14)

whereAi is the area of stripi anddi is given by

di5A~xi2xj !
21~yi2yj !

21~zi2zj !
2.

For a two-dimensional case, we have

sisj5
1

l i
E

t i8

t i9E
t j8

t j9E
2`

1`e2bd

d2 cosu cosu8dzjdtjdti . (15)

Furthermore, for a small subsurface, one can assume that the
double integral term associated withdzj anddtj is not dependent
on the position within segmenti. Since l i5t i92t i8 , Eq. ~15! then
reduces to

sisj5E
t j8

t j9E
2`

1`e2bd

d2 cosu cosu8dzjdtj . (16)

The Medium-Related Moments. The in-scatter term due to
the contribution of the medium is~from Eq. ~6!!

Jg~s,V!5E
4p

F~V8,V!I g~s,V8!dV8. (17)

The discrete ordinates form of this integral is

Jm
g 5 (

m851

M

wm8Fm8mI m8
g . (18)

Integrating Eq.~6! over a quadrangular celli, and applying the
Gauss theorem, one obtains@20#:

;mP$1,......,M %,

I m
g,i2

v

4p
~Jm

g,i1Jm
w,i !5~12v!I b

i 2
1

bSi (
k51

4

~V•nk
i !l k

i I k,m
g,i ,

(19)

whereJm
g,i and Jm

w,i are the source functions due to the medium
~Eq. ~18!! and the wall~Eq. ~10!!, respectively.Si is the area of
cell i. The last term is general: it can be applied to any type of cell.

Similarly, Eq. ~7! becomes

I m
g, leav5

12«

p (
ns•Vm8.0

wm8ns•Vm8I m8
g, inco, ns•Vm,0. (20)

To close the system formed by Eqs.~19! and ~20!, relations
between the central and lateral intensities are needed. These are
obtained by using an appropriate differencing scheme. We have
proposed previously an integrated exponential scheme~IES! used
for unstructured triangular~two-dimensional! and tetrahedral grids
~three-dimensional! @20,21#. In this work, an integrated exponen-
tial scheme~IES! for quadrangular grids is suggested. This closing
procedure consists in solving rigorously the RTE mono-
dimensionally in each direction of the angular quadrature. Integra-
tion leads to algebraic equations that replace the classical interpo-
lation relations, as explained below.

The integration of the RTE over an optical patht in a given cell
along directionm, where the intensity and the Planck function are
assumed uniform, gives

I m
sf5I m

sie2bt1Jm
i ~12e2bt!, (21)

wheret5sf2si , I m
si is the incoming intensity at a given point on

the side of a cell,I m
sf is the outgoing intensity of the ray after it

travelled through the cell and theJm
i is obtained from Eq.~18!.

Superscriptg is omitted for simplification. The average intensities
on the sides of the cells are obtained by considering an infinite
number of parallel rays impinging on the cell walls. Figure 2
shows a quadrangular cell in which side 1 receives radiation from
the three other sides. The subsides 1~a!, 1~b!, and 1~c!receive
radiation from sides 2, 3, and 4, respectively. The average inten-
sities on subsides 1~a!and 1~c!were determined in a previous
work as@20#

I 1a,m
i 5

1

l 1a
E

l 1a

I ~x!dl1a5I 2,m
i xa1Jm

i ~12xa! (22)

and

Fig. 2 Case where one side of a quadrilateral received radia-
tion from the three other sides
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I 1c,m
i 5I 4,m

i xc1Jm
i ~12xc!, (23)

wherexa512e2ta/ta , xc512e2tc/tc , andt is the maximum
optical thickness relative to the impact on the plane normal to
ABCD and containing AD. Hereta5bBI and tc5bCJ. In the
same way, the average intensity on subside 1~b! can be given as

I 1b,m
i 5I 0,m

i x01Jm
i ~12x0!, (24)

where I 0,m
i is the mean intensity along the segment@K,M #, and

x0512e2t0/t0 with t05bML. Since the average intensityI 0,m
i

is related to that of segment 3 by

I 0,m
i 5I 3,m

i e2bCJ1Jm
i ~12e2bCJ!

one obtains

I 1b,m
i 5I 3,m

i xb1Jm
i ~12xb! (25)

andxb5e2bCJ(12e2t0/t0 ).
Summing the three contributions yields the characteristic

equation

I 1,m
i 5

l 1a

l 1
@ I 2,m

i xa1Jm
i ~12xa!#1

l 1b

l 1
@ I 3,m

i xb1Jm
i ~12xb!#

1
11c

l 1
@ I 4,m

i xc1Jm
i ~12xc!#. (26)

The other situations are taken care of by a similar procedure. The
radiative heat flux at the boundary enclosure walls is given by

q5qw1qg. (27)

The medium-related heat flux can be expressed as

qg5 (
m51

M

wmwk,m
i I m

g (28)

with wk,m
i 5V•nk

i .

Solution Procedure
The medium related moments are treated with the DOM. The

enclosure is meshed with an arbitrary structured or unstructured
arrangement of quadrilaterals. According to the procedure de-
scribed by Sakami and Charette@20#, the algorithm recognizes the
orientation of the cells relative to each direction and applies the
corresponding characteristic equations. The practice adopted in
this study is to determine a sweeping path for each direction of the
quadrature, prior to the radiation computation itself. This enables
that at each cell, the appropriate local boundary conditions are
available. The mean and lateral intensities due to the medium are
then obtained via Eqs.~19! and ~26!.

For the contribution of the walls, the related moments are
evaluated with Eqs.~11! and ~12!. The in-scatter term due to the
wall contribution is then introduced into Eq.~19! to determine the
medium-related intensities. For non-black walls,Jw and qw are
calculated in an iterative way. The double integrals in Eqs.~11!
and~16! are evaluated by the Gaussian quadrature with five loca-
tions along thet j direction and sixty locations along thez direc-
tion. A routine was introduced to determine the sub-surfaces~or
the portion of them! being seen by a point in a given positions.

Results
First, a test was done to examine the accuracy of the proposed

IES. It concerns a comparison with the scheme proposed by
Cheong and Song@4# in their linear and cubic discrete ordinates
interpolation methods~DOIM!. The enclosure considered is an
infinite quadrilateral cylinder containing a medium at uniform
temperature. The enclosure is depicted in Fig. 3~a! where the di-
mensions are indicated. The walls are cold and black. The me-

dium is absorbing-emitting and is assigned a temperatureTg . Un-
der these conditions, the following analytical expression of the
intensity at a given position holds:

I ~s!5I bwe2ks1I b~s!~12e2ks!, (29)

where the blackbody intensitiesI bw and I b are related to the tem-
perature of the wall and the medium, respectively. The exact so-
lution for the radiative heat flux at the walls can then be evaluated
by analytical integration of Eq.~29! over the complete solid angle.

Figures 4~a!and 4~b!report the heat flux obtained at the bottom
wall of the enclosure with 11311 and 21321 grids, respectively.
The heat flux solutions are seen to be in good agreement with the
exact solution and the DOM results obtained with theS6 quadra-
ture, even for the coarser grid.

As mentioned precedingly, the DOM, besides the ray effect,
suffers also from another shortcoming: the so-calledfalse scatter-
ing or numerical scattering, which occurs when the direction of
radiation is oblique with respect to the grid lines. In some circum-
stances, results may seem good, whereas they are simply the con-
sequence of counter—balancing errors coming from the ray effect
and the false scattering. A simple test was carried out in order to
assess the capability of the proposed IES to mitigate this numeri-
cal diffusion effect. A problem already examined by Chai et al.
@12# was reworked for this purpose. This is illustrated in Figs. 5~a!
and ~b! where it is seen that a collimated pencil of radiation of
unit intensity is incident on a transparent medium~non-emitting,
non-absorbing, and non-scattering!. In Fig. 5~a!, the collimated
radiation is propagating at an angle of 60 deg with respect to the
x-axis. Results of the mean intensities are reported for classical
step and diamond schemes~upper and lower figures, respectively!
and for our IES~middle value!. While nothing can be argued from
the cells covered only partly by the collimated pencil, it is seen
from the regions neighboring the pencil that the proposed scheme
produces less false scattering~deviation from 1.0! than the step
scheme and an amount of smearing comparable to that of the
diamond scheme. One should note also that the set-to-zero inten-
sities used in the diamond scheme~underlined values follow from
this procedure!reduce the propagation of the false scattering,
while no set-to-zero or overshoot clipping is needed in our pro-
posed scheme. Figure 5~b! shows a case where the IES does not
generate any false scattering. This is true for any diagonal direc-
tion ~45 deg in this particular case since a square grid is used!.
The diamond scheme exhibits the same behavior, but only for the
45 deg direction; the accuracy of this scheme decreases for diag-
onal directions other than 45 deg.

Also, since in this method~MDO! the wall-related intensity
I w(s,V) and the corresponding in-scatter termJw(s,V) are
treated analytically, the false scattering due to the wall emission is
reduced;I w(s,V) and Jw(s,V) solutions are independent of the
grid.

The enclosures considered hereafter in this work contain a
purely scattering medium. Various cases are created by keeping
one wall hot while the other walls are uniformly at a lower tem-
perature. The following results are presented to prove the correct-
ness of the MDO procedure. Comparison between theSN @23# and
the DCT quadratures@22# is also discussed. The directions and the
weights of the DCT quadratures used in this paper are reported in
Tables 1 and 2. Note also that the grids shown in Fig. 3 define
only the general lay-out; finer grids are used in the calculations.

Square Enclosure With a Centered Obstruction. This case
is illustrated in Fig. 3~b!showing the cavity together with the grid
used. The medium is purely isotropically scattering andb51 m21.
The walls are black. Wall 1 is assigned a temperature of 1000 K
while all the other walls are at 500 K. Figure 6 displays the heat
flux at rear wall 3~behind the obstruction! as obtained with the
SDO method for different orders of theSN and DCT quadratures.
Prediction obtained with theT5 fine angular quadrature@3# is also
reported for comparison~200 directions!. It is seen from the figure
that the DCT020-1246~48 directions!and the DCT111-1246810

Journal of Heat Transfer OCTOBER 2001, Vol. 123 Õ 895

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



~80 directions!predictions are closer to those obtained byT5 ~200
directions!than theS6 and theS8 predictions respectively, with
correspondingly the same number of angular directions. The qual-
ity of this quadrature is highlighted here by its ability to represent
adequately difficult situations. Figure 7 shows a comparison be-
tween the SDO and the MDO heat flux distributions at the same
wall yielded by theS8 , DCT111 andT5 quadratures. The MDO
(T5) method is taken as a reference since it was shown previously
@18# that the results obtained are nearly identical to those of the
Monte-Carlo method. The MDO method is seen to improve the
results significantly only in the case of theS8 quadrature. This
again stresses the fact that the DCT111 is fundamentally better
than theS8 to mitigate the ray effects.

The heat flux distribution at wall 5 is presented in Fig. 8. When
compared to the MDOT5 results, the results obtained with the
SDO method exhibit large discrepancies regardless of the quadra-
ture used. On the other hand, all the MDO results confirm the
efficiency of this method to reduce the ray effects. This is particu-
larly true for theS4 quadrature in which case a significant correc-
tion results from the application of the MDO method. The effect
of the quadrature on the MDO results is marginal at this wall, but
it can still be noticed that the DCT111 and theT5 results are very
close to each other. The effect of the emissivity at wall 5 is pre-
sented in Fig. 9. Walls 1, 2, 3, and 4 are assigned an emissivity of
«w50.9 while«5« r at the other walls. The SDO method used in
conjunction with the DCT111 quadrature yields similar anomalies
for the two emissivities.

Square Enclosure With an Elliptical Protrusion. This en-

closure is depicted in Fig. 3~c!. The protrusion is assigned a tem-
perature ofTp51000 K with«p50.85 while the other walls are at
Tw5500 K with «w50.7. Comparison between the SDO and the
MDO methods is displayed in Fig. 10 for an isotropically scatter-
ing medium. The heat flux at cold wall 4 is presented. It can be
seen that the MDO results obtained with the DCT111 quadrature
produce a regular distribution, whereas the SDO results show
anomalies due to the ray effects. Results for an anisotropically
scattering medium are reported in Fig. 11 where the effect of the
phase function is analyzed at wall 4. These phase functions are
obtained by a Legendre polynomial expansion, the coefficients of
which are reported by Kim and Lee@24#. F1 is highly forward
scattering, B1 is backward scattering and ISO is isotropic scatter-
ing. As expected, the forward scattering phase function F1 pro-
duces the highest radiative flux, while the backward scattering
phase function B1 yields lower radiative flux than the isotropic
scattering phase function. Comparison between the SDO and the
MDO solutions reveals discrepancies due to the ray effect which
are similar for the three phase functions.

Square Enclosure with Two Oblique Baffles. In many prac-
tical cases, the thickness of obstructions is very small compared to
the size of the furnace under study, and therefore a simplifying
assumption of zero thickness is suggested to circumvent problems
associated with the grid lay-out. Figure 3~d! simulates such a case
where oblique baffles of zero thickness are inserted in an enclo-
sure. The bottom wall is hot while the other walls and the baffles
are kept cold~0 K!. All the walls and the baffles are black.

Figure 12 shows the non-dimensional heat flux obtained at the

Fig. 3 „a… Irregular quadrilateral, „b… square obstacle, „c… elliptical protrusion, and „d… square
enclosure with two oblique baffles „as obstacles with zero thickness …
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top wall for different quadratures. Results obtained by both the
SDO and MDO methods are presented. It is seen that, as in the
previous examples, the MDO curves are close to each other with
a small discrepancy for theS4 quadrature~in this case the
DCT111-1246810 may be taken as the reference since it was
shown previously that this quadrature yields small discrepancies
with respect to theT5 quadrature!. Once more, the ray effect is
clearly demonstrated by the SDO curves which are seen to be very
dependent on the quadrature used.

Finally, one word about the grids used. These can be obtained
by various procedures, however, in the present work, the COS-
MOS code was used. It was also verified that the results are very
marginally sensitive to the grid lay-out, i.e., the internal geometry
of the grid for a given number of cells.

Computational Time. The CPU time required by the SDO
and MDO methods on a Sun Ultra Sparc~CFP 12.9!workstation
is given in Tables 3 and 4. Table 3 reports results for a purely
isotropic scattering medium contained in a square cavity with and
without an obstruction~see Fig. 3~b!!. Obviously the MDO
method is less computationally efficient than the SDO method:
this is the price to pay for accurate results which are precluded
when the SDO is used for the cases considered here. However, it
is seen that the ratio of CPU times MDO/SDO decreases as the
order of the angular quadrature increases. This is due to the fact
that the computation time of the surface-related terms of the MDO
method is independent of the quadrature order for an isotropic
scattering case. On the contrary, for an anisotropic scattering case,
the CPU time required by the in-scatter term due to the wall
contribution (Jw(s,V)) is dependent on the number of angular
directions and the number of terms in the phase function. As
shown in Table 4~same physical case as in Table 3, except for the
anisotropic scattering!, the CPU time of the MDO method in-
creases significantly with the number of these terms.

In practical problems, the grid may be required to be very fine
in the medium. However, since the wall-related terms of the MDO
method depend on the emission from the walls only, one could
still use a coarse grid for the walls. The computational time could

Fig. 4 „a… Heat flux at the bottom wall „Fig. 3„a…… obtained by
the S6 quadrature, 11 Ã 11 grid, vÄ0;„b… heat flux at the bot-
tom wall „Fig. 3„a…… obtained by the S6 quadrature, 21 Ã 21 grid,
vÄ0

Fig. 5 False scattering test problem: „a… comparison between the diamond, step and the IES
schemes for the 60 deg direction; and „b… IES scheme for the diagonal direction „45 deg…. Step:
upper value; IES: middle value; diamond: lower value.

Table 1 Data of the DCT020-1246 quadrature
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thus be kept within reasonable limits. Another solution could con-
sist in choosing a non-uniform grid for the medium, i.e., a coarser
grid near the walls and a fine grid in the medium. This is possible
since the IES accommodates to arbitrary grids.

Conclusion
In this work, the modified discrete ordinates method based on

the superposition technique, i.e., addition of the contributions of
the walls and the medium, is presented for a quadrangular grid
lay-out. The method is extended to complex enclosures with ir-
regular geometry and the presence of obstacles. It can also handle
arbitrary intensity distribution at the walls and anisotropic scatter-

Fig. 6 Radiative heat flux at wall 3 „500 K, Fig. 3„b…… obtained
by the SDO method for different quadratures, isotropic scatter-
ing case, average element size Ä0.04 m, vÄ1, bÄ1 mÀ1

Fig. 7 Comparison of radiative heat flux at wall 3 „500 K, Fig.
3„b…… obtained by the SDO and MDO methods, isotropic scatter-
ing case, average element size Ä0.04 m, vÄ1, bÄ1 mÀ1

Fig. 8 Comparison of radiative heat flux at wall 5 „500 K,
Fig. 3„b…… obtained by the SDO and the MDO methods, isotropic
scattering case, average element size Ä0.40 m, vÄ1,
bÄ1 mÀ1

Fig. 9 Effect of the emissivity on the radiative heat flux at wall
5 „500 K, Fig. 3 „b…… obtained by the SDO and the MDO methods,
isotropic scattering case, average element size Ä0.40 m, vÄ1,
bÄ1 mÀ1

Table 2 Data of the DCT111-1246810 quadrature

Fig. 10 Radiative heat flux at cold wall 4 „500 K, Fig. 3„ c…… of
the elliptical protrusion case, obtained by the SDO and the
MDO methods, isotropic scattering case, average element size
Ä0.033 m, vÄ1, bÄ1 mÀ1
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ing. The integrated exponential scheme~IES! developed in this
work facilitates the treatment of the complex enclosures. The re-
sults confirm the capability of the MDO method to minimize the
anomalies due to the ray effect in various situations. It is also
shown that the ray effect may be better suppressed by using the
DCT quadrature.
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Nomenclature

Ai 5 area of finite stripi @m2#
I b 5 Planck’s function~black body intensity!

@Wm22 sr21#
I (s,V) 5 directional intensity for direction of propagationV

at positions @Wm22 sr21#
I m

i 5 mean intensity of celli for directionVm
@Wm22 sr21#

I km
i 5 lateral intensity of sidek bounding celli for direc-

tion Vm @Wm22 sr21#
J 5 in-scatter term defined by Eq.~8! or Eq. ~17!
l 5 length of a segment@m#

N 5 number of sub-surfaces on the enclosure wall
nk

i 5 outward normal unit vector on sidek bounding
cell i

q 5 radiative flux on a surface element@Wm22#
R 5 radiosity @Wm22#

sisj 5 dimensionless interchange area
t 5 surface coordinate;t i is comprised betweent i8 and

t i9
wm 5 weight associated with discrete directionVm

x,y,z 5 space coordinates

Greek Symbols

b 5 extinction coefficient@m21#
« 5 surface emissivity

wkm
i

5 stands forVm•nk
i

F(V8,V) 5 scattering phase function@sr21#
u 5 angle between the direction of propagationV and

the inward normal at the boundary
t 5 maximum optical thickness
v 5 scattering albedo
V 5 direction of propagation

V8 5 incoming direction of propagation
dV 5 differential solid angle

Superscripts

g 5 medium~gas!
w 5 wall

inco 5 incoming
leav 5 leaving

Subscripts

b 5 black body
m 5 a given direction of the angular quadrature
S 5 surface
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Jet Impingement Boiling From a
Circular Free-Surface Jet During
Quenching: Part 1—Single-Phase
Jet
This paper reports results from an experimental study of boiling heat transfer during
quenching of a cylindrical copper disk by a subcooled, circular, free-surface water jet.
The disk was heated to approximately 650°C, and as quenching occurred, transient tem-
perature measurements were taken at discrete locations near the surface and applied as
boundary conditions in a conduction model to deduce transient heat flux distributions at
the surface. Results are presented in the form of heat flux distributions and boiling curves
for radial locations varying from the stagnation point to ten nozzle diameters for jet
velocities between 2.0 and 4.0 m/s~11,300<Red<22,600). Data for nucleate boiling in
the stagnation region and spatial distributions of maximum heat flux are presented and
are in good agreement with correlations developed from steady-state experiments. Spatial
distributions of minimum film boiling temperatures and heat fluxes are also reported and
reveal a fundamental dependence on jet deflection and streamwise location. A companion
paper (Hall et al., 2001) describes single-phase and boiling heat transfer measurements
from a two-phase (water-air), free-surface, circular jet produced by injecting air bubbles
into the jet upstream of the nozzle exit.@DOI: 10.1115/1.1389061#

Introduction
Metal processing industries widely employ liquid jet impinge-

ment cooling as a means of precisely controlling temperature his-
tories during processing. In manufacturing operations such as hot-
rolling, continuous casting, and forging, liquid jets are used to
control cooling rates and consequently affect metallurgical phase
transformations, solidification, and other temperature dependent
processes@1#. However, due to the existence of different boiling
regimes which depend on surface temperature and geometry as
well as coolant flow conditions and subcooling, boiling from high
temperature surfaces can be quite complex. Nucleate boiling up to
the maximum or critical heat flux~CHF!, transition boiling up to
the rewetting temperature or Leidenfrost point, and film boiling
can exist simultaneously at different streamwise locations on the
target surfaces. Thus, a thorough understanding of jet impinge-
ment hydrodynamics and heat transfer is essential to predicting
and optimizing material processing parameters.

Extensive studies of jet impingement boiling from rectangular
~slot! jets in the V-regime, for which the maximum heat flux var-
ies with velocity at or near atmospheric pressure@2#, have been
undertaken by several researchers. Vader et al.@3# examined boil-
ing incipience in the impingement and parallel flow regions of a
rectangular jet of water at moderate to high subcoolings. Tempera-
ture corresponding to the onset of nucleate boiling,TONB , were
measured, and the effect of boiling incipience on transition to
turbulence was noted. Partial and fully-developed nucleate boiling
were studied by Wolf et al.@4#, who determined that although
streamwise location had a strong influence on partial boiling, it
had no influence on fully-developed nucleate boiling. They also
concluded that fully-developed nucleate boiling results are inde-
pendent of jet velocity at all streamwise locations.

Using quenching experiments, Kumagai et al.@5# investigated
boiling heat transfer on a 20 mm3150 mm surface initially at
400°C cooled by a free-surface planar water heat with subcoolings

up to 50°C. They demonstrated a strong dependence of maximum
heat flux on streamwise location and subcooling and obtained
transition boiling data for different streamwise locations for a
saturated jet. The term maximum heat flux is used in lieu of CHF
to emphasize that, in data obtained from quenching studies, this
condition does not represent a discontinuity in wall superheat with
increasing surface heat flux; rather it is the maximum in the boil-
ing curve demarcating transition and nucleate boiling. Filipovic
et al. @6,7# experimentally investigated film boiling heat transfer
during quenching with a subcooled wall jet. Their results in the
film boiling regime downstream of the quench front agreed
well with analytical Nusselt number correlations which they
developed.

Few studies of circular impinging jets in the V-regime have
examined boiling heat transfer in the radial flow region. Relations
between surface heat flux and wall superheat,DTSAT, for the
nucleate boiling regime, which account for variations of thermo-
physical properties, have been proposed by several researchers
@2#, and most data suggest independence of fully developed nucle-
ate boiling on jet velocity subcooling, nozzle diameter, and heater
size. Maximum heat flux data have also been reported@2#, and
results have been correlated in terms of thermophysical properties,
jet velocity and diameter, and heater size.

Several transient studies@6,7,8–10#, have considered heat
transfer at surface temperatures which exceed those corresponding
to the maximum heat flux. In a quenching study of a planar, free-
surface jet impinging vertically on a 2 mm thick stainless steel
plate, Ishigai et al.@8# reported stagnation line boiling curves for a
range of velocities~0.65<Vn<3.5 m/s! and subcoolings~5
<DTSUB<55°C!. The minimum film boiling temperature and
heat flux were demonstrated to be strong functions of subcooling.
For a 6.2 mm wide 2.1 m/s jet, asDTSUB increased from 5 to
15°C, TMIN , identified as a local minimum in the boiling curve,
increased from;300°C to over 400°C. ForDTSUB525 and 35°C,
however, a shoulder region developed over which the heat flux
remained nearly constant asTs decreased. The author theorized
that this corresponded to intermittent rewetting of the surface. At
DTSUB555°C, however, no film boiling was observed, even
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though the initial surface temperature was 1000°C. This suggests
an interesting phenomenon: for highly subcooled jets, the mini-
mum heat flux in the film boiling region occurs at temperatures
beyond the condition at which water can remain liquid at atmo-
spheric pressure. If the reported surface temperature are accurate,
then this minimum cannot correspond to intermittent surface
rewetting.

Using an apparatus similar to that of Ishigai et al.@8#, Ochi
et al. @9# deduced boiling heat transfer data from the stagnation
point to a radial distance of 24 mm for a circular, free-surface jet
with nozzle diameters of 5<d<20 mm, velocities of 2.0<Vn
<7.0 m/s, and subcoolings of 5<DTSUB<80°C. At the stagna-
tion point, they observed that the minimum film boiling heat flux
decreased with increasing nozzle diameter and increased with jet
velocity and subcooling. In addition, stagnation point minimum
film boiling temperatures decreased from over 800°C ford55
mm andVn55.0 m/s to less than 400°C ford510 mm andVn
52.0 m/s for a subcooling of 15°C. Similarly, Filipovic et al.@11#
measured values ofTMIN as high as 710°C from a subcooled wall
jet and observedTMIN to be a strong function ofVn , T` , and
streamwise location. The observation of minimum film boiling
temperatures well beyond the critical point indicates that for
highly-subcooled jets, this temperature cannot correspond to sur-
face rewetting.

The present study is concerned with local measurements of
boiling from a free-surface, circular water jet in the stagnation and
radial flow regions. Nucleate boiling data were obtained for the
stagnation region, and radial distributions of the maximum heat
flux were measured and compared with correlations developed
from steady-state experiments. The effect of hydrodynamic con-
ditions on rewetting temperatures and minimum film boiling heat
fluxes is also described. Data in all regimes, with the exception of
fully-developed nucleate boiling, demonstrate a dependence on jet
velocity and streamwise location, and all data suggest indepen-
dence of test cell initial temperature.

Experimental Method and Apparatus
The flow loop used to supply the jet is depicted in Fig. 1.

Deionized water from the reservoir was routed to the supply tank
by a centrifugal pump, for which downstream control and bypass
valves were adjusted to maintain the desired jet nozzle velocity,
Vn . The flow rate was measured using an Omega ultra-low flow
sensor. Once the supply head in the tank reached a steady value,
the jet flow rate corresponded to the tank influx. The water tem-
perature in the reservoir was maintained at 25°C by passing tap
water through a coil in the tank. A convergent channel supplied a
pipe-type nozzle ofd55.1 mm and 11 diameters in length. The
nozzle assembly was bolted to the bottom of the supply tank, and
immediately upstream of the nozzle entrance, a 51 mm thick sec-
tion of aluminum honeycomb acted as a flow straightener to
dampen circulation entering the nozzle from the supply tank. The
nozzle utilized in this study was identical to the nozzle used to
create the two-phase jet described in the companion paper@12#
with the air injection turned off. Further details of the flow loop
and nozzle design are induced in the companion paper.

Figure 2 depicts the test cell and stainless steel enclosure. The
test cell was machined from a 25.4 mm thick oxygen-free copper
disk, 112 mm in diameter, and a 2.5 mm relief, 12.7 mm deep,
was machined around the perimeter to allow the retaining ring to
secure the copper block in the carriage and to minimize water
entering the carriage. Twelve thermocouple wells, 1.6 mm in di-
ameter, were drilled at 45 deg angle from the bottom surface to a
depth of 34.1 mm, which brought the hole tip to within 1.3 mm of
the top surface. The hole tips were located at nine discrete radial
locations spaced at 6.4 mm intervals from the centerline to a radial
distance of 50.8 mm. Four thermocouples were placed at the 12.7
mm radial location spaced 90 deg apart. Measurements from these
thermocouples verified that the jet was properly centered above
the test cell during each experiment to insure axisymmetry. Type

K thermocouples encased in an inconel sheath were fit into the
holes. A small amount of MgO was inserted into the hole to insure
good thermal contact between the thermocouple and copper. The
test cell was nickel plated with a 13mm layer to prevent oxidation
at elevated temperatures. Prior to each experiment, the nickel sur-
face was cleaned with metal polish, and surface profilometer mea-
surements revealed little variation in the surface roughness after
the first experiment. Before the first experiment, the average sur-
face roughness,Ra , was measured to be 0.24mm. After the first
experiment, the surface roughness remained at a constant value of
Ra'0.36mm.

The test cell was secured in a carriage fabricated from stainless
steel, to which a stainless steel retaining ring was bolted to pre-
vent test cell motion. Fiberfrax~Carborundum Co., Niagara Falls,
NY, USA! pressed board~k50.123 W/m-K at 538°C! was used to
insulate the bottom of the test cell. Prior to each experiment, the
test cell was aligned beneath the nozzle, and the entire assembly
was heated for approximately two hours to 10°C above the desired
initial temperature in an electric furnace. The assembly was sub-
sequently removed from the furnace, and a one inch diameter peg
joined to the bottom of the carriage was used to re-position the
test cell directly beneath the jet, which was deflected until the
quenching process was initiated.

Data were acquired using an HP 3852A data acquisition control
unit with a high-speed thermocouple multiplexer read by an inte-
grating voltmeter. The integration time was 0.1 power line cycles,
which provided three significant digits of accuracy, and tempera-
tures at nine radial locations were sampled at an interval of 0.25 s.
Increasing the sampling rate above 4 Hz did not noticeably affect
the results, so this frequency was used to maximize the voltmeter
integration time to filter environmental noise. Data acquisition
was started prior to the quench and terminated after boiling ceased
on the test cell surface.

Fig. 1 Experimental flow loop
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The experimentally measured temperatures were interpolated
using a two-step procedure. First, the temperatures at each radial
location were interpolated in time using a third-order, least-
squares b-spline approximation with fixed knots~IMSL routine
BSLSQ; IMSL, Houston, TX, USA!. Sixty b-splines were used to
approximate the nearly 300 temperature readings. In the radial
direction, the nine thermocouple temperatures were interpolated
using an interpolation function suggested by El-Genk and Glebov
@13#

T~r ,t !5A0~ t !cosFpS r

RD A1~ t !G1A2~ t !. (4)

A nonlinear least-squares regression analysis was performed at
each time step to determine the coefficientsA0, A1, andA2. The
temperatures from the first~r 50 mm! and last~r 550.8 mm!
thermocouples were weighted by a factor of 10 to insure that the
distribution was properly bounded by the temperatures at the cen-
terline and outer radius. Figure 3 compares the interpolated spatial
temperature variations for 8 discrete times with the experimental
measurements. The spatial interpolating function~Eq. ~4!! has
several important characteristics. First, the function is strictly in-
creasing with radius. Second, for values ofA1.0.5 ~which held
for the data of this study fort*5 s!, ]T/]r at the centerline is
equal to zero, and]T/]r at the outer radius is always equal to
zero. This behavior preserves the symmetry and adiabatic bound-
ary conditions atr 50 andr 5R, respectively.

A two-step procedure was implemented to deduce surface tem-
perature and heat flux distributions. Because the thermocouples
were 1.3 mm beneath the surface, temperatures and heat fluxes at
the thermocouple depth had to be extrapolated to the surface using
an inverse heat conduction technique. Since the nickel plating is
only 13 mm thick, its presence was neglected. Heat fluxes at the
thermocouple depth were deduced by using the control volume
method@14# to solve the two-dimensional transient heat conduc-
tion equation,

rcP

]T

]t
5

1

r

]

]r S kr
]T

]r D1
]

]z S k
]T

]zD (5)

subject to adiabatic boundaries at all but the instrumental surface
~z5L! corresponding to location of the thermocouple junctions.
Hence,

]T

]r U
r 5R

50,
]T

]zU
z50

50, T~r ,L,t !5Texperimental. (6)

The control volume method applies an energy balance to dis-
cretized control volumes within the solution domain. Using the
fully-implicit formulation, the resulting simultaneous equations
were solved using a banded matrix routine. Mesh and time step
optimization revealed that 66 control volumes in ther-direction,
38 control volumes in thez-direction, and a time step of 0.1 s
were sufficient for convergence.

To extrapolate temperatures and heat fluxes from the thermo-
couple depth to the test surface, an exact series solution to the
one-dimensional transient conduction equation was employed.
Beck @15# presented the following solution in terms of the 0th
throughnth time derivatives of the temperature,f (t), and axial
temperature gradient,g(t), at z̃50 ~the thermocouple depth!

T~ z̃,t !5(
n50

`
1

~2n!! S z̃2n

an D f ~n!~ t !1(
n50

`
z̃

~2n11!! S z̃2n

an Dg~n!~ t !.

(7)

From Fourier’s law, the heat flux is, therefore,

Fig. 2 Test cell assembly

Fig. 3 Interpolated thermocouple temperature distributions
„TiÄ650°C, VnÄ3.0 mÕs, DTSUBÄ75°C…
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q9~ z̃,t !52(
n51

`
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2(
n50

`
k

~2n!! S z̃2n

an Dg~n!~ t !. (8)

In Eqs. ~7! and ~8!, the axial coordinatez̃ is measured from the
thermocouple location~z5L), andz̃51.3 mm corresponds to the
test surface. Retention of the first five terms was found to be
sufficient for convergence of each series. The first and second
time derivatives of the surface temperature and axial heat flux
were approximated using fourth-order, centered, finite-divided-
difference formulas, and the third and fourth derivatives were es-
timated using second-order, centered, finite-divided-different for-
mulas @16#. The applicability of extrapolating the surface
temperatures was confirmed by applying the extrapolated surface
temperatures to a two-dimensional transient conduction model of
the full test section. The temperatures calculated at the thermo-
couple depth were nearly indistinguishable from the original in-
terpolated temperatures.

The experiments conducted for this study were for a fixed
nozzle diameter,d55.1 mm, and a fixed nozzle-to-surface spac-
ing of H5100 mm~H/d520!. The nozzle exit velocity was var-
ied from 2.0 to 4.0 m/s, representing Reynolds numbers of 11,300
to 22,600 and consequently developing turbulent flow at the
nozzle exit. The initial specimen temperature,Ti was held to
within 63°C of 650°C, but tests forTi5500°C and 800°C were
performed forVn53.0 m/s to insure that results were independent
of initial temperature. The water subcooling was fixed at 75°C.

Uncertainty Analysis
Results of an uncertainty analysis of the primary measurements

~h, r, t, T, T` , Vn , and z̃! are presented in Table 1. The analysis
follows that of Moffat @17# and Coleman Steele@18# for single-
sample experiments and account for errors in measurement, cali-
bration, and machining. All uncertainties were calculated for 95
percent confidence intervals. Although uncertainties in the ther-
mocouple radial position and depth were small~dr 560.65 mm
andd z̃560.25 mm!, the effect of these measurements on calcu-
lated heat fluxes and surface temperatures was significant. Propa-
gation of these uncertainties into the calculated results are dis-
played in Table 2. Because the uncertainties varied significantly at
different radial locations and times during the experiments, they
were calculated separately for nucleate boiling in the stagnation
region and for minimum and maximum heat flux conditions in the
radial flow region atr 519 mm.

The sensitivity of computed results to the thermocouple depth,
z̃, was calculated by differentiating Eqs.~7! and ~8! with respect
to z̃. Althoughd z̃ had little influence on the surface heat fluxes, its
influence on the extrapolated surface temperature atr 50 mm was
significant. This was the dominant factor contributing to the large

uncertainty inDTSAT during nucleate boiling. Sensitivities of the
measured quantities to the uncertainty in radial position were de-
termined by calculating radial gradients of the surface temperature
and heat flux. The estimated contribution of positioning error to
uncertainty in andqs9 was particularly significant in the stagnation
region. The sensitivity of results to measured thermocouple tem-
peratures was calculated by numerically perturbing the data reduc-
tion procedure, as suggested by Moffat@17#. The influence of this
uncertainty on the calculated results was relatively small. The un-
certainty ofTs due to interpolation of the experimental tempera-
tures was calculated from the precision index of the data. Because
the temperatures from the centerline thermocouple are heavily
weighted, the error in the stagnation region is small; the error due
to interpolation in the radial flow region, however, is dominant. As
shown in Fig. 3, however, Eq.~4! failed to match experimental
temperatures asr 513 mm during the initial stages of the quench.
During this time,A1 was also,0.5, implying that]T/]r at the
centerline was nonzero. Due to these limitations, the calculated
heat fluxes at the centerline for the first 5 s of data acquisition are
not included in the results. The uncertainty of surface heat fluxes
due to interpolation was estimated by comparing results calculated
using Eq.~4! with results using a least squares regression spline.
The precision index of the two results indicates that the error inqs9
due to interpolation is the dominant uncertainty in both that stag-
nation and radial flow regions.

Results and Discussion

Photographic Observations. A sequence of photographs of
a quenching experiment is included in Fig. 4 forVn53.0 m/s. The
sequence depicts events observed by Piggott et al.@19#. During
early stages of the quench (0*t*30 s!, the stagnation region
passes through transition and nucleate boiling. Initially, there is a
brief period~;1 s! of no vapor production~film boiling!, which is
followed by vigorous vapor production~transition and nucleate
boiling! after the stagnation region is wetted. As the stagnation
region passes through nucleate boiling into single-phase convec-
tion ~t'25 s!, a dark circular patch forms beneath the jet, and
vapor production slows. Except for low amplitude oscillations,
this patch remains stable at a nearly constant diameter for a period
of approximately 10 s before the wetted region begins to grow.
Immediately beyond this region, a narrow band of nucleate boil-
ing exists.

At the outside edge of the nucleate boiling region, the liquid is
deflected from the surface in a thin sheet which eventually breaks
up due to surface tension. This deflection, noted by other research-
ers in both steady-state and transient experiments, is attributed to
vigorous vapor production at the boiling front location, which
corresponds to the maximum heat flux condition. As the liquid in
the radial flow region passes over this vapor layer, the vapor mo-
mentum deflects the film from the surface. The angle formed be-
tween the liquid film and the plane of the surface increases and the
velocity with which the jet is deflected decreases as the boiling
front progresses outwards due to the decrease in liquid momen-
tum. As the boiling front nears the outer edge of the test cell, the
liquid collapses to form a continuous film boiling layer with the
liquid flowing across a vapor blanket. In systems with higher
heater-to-nozzle diameter ratios, this behavior is especially evi-
dent. In experiments from Hatta et al.@10#, photographs reveal

Table 1 Experimental uncertainties in measured quantities

Table 2 Uncertainties in calculated quantities
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that at sufficient distances from the stagnation region, splashing
decreases, and the liquid forms a continuous film boiling layer
which persists until the local surface temperature drops below the
minimum film boiling temperature.

A distinction between the deflection of impinging, free-surface
jets from the target surface in steady-state and quenching experi-
ments is that, in quenching experiments, the region of jet deflec-
tion is typically narrower. Steady-state experiments usually em-
ploy constant heat flux surfaces. Consequently, as maximum heat
flux is reached, the entire surface dissipatesqMAX9 . Boiling across
the entire surface is extremely vigorous, and deflection occurs
from a broad region. In contrast, surface heat flux distributions in
quenching experiments are determined by heat transfer to the im-
pinging jet and conjugate conduction within the test specimen.
Consequently, the surface is neither isothermal nor isoflux. Since

the surface heat flux upstream of the boiling front is less than
qMAX9 and boiling is less vigorous, deflection is confined to a re-
gion immediately upstream of the boiling front. In steady-state
experiments, Kumagai et al.@5# observed the same deflection phe-
nomenon for saturated and subcooled jets, suggesting that it is
independent of subcooling, although deflection was observed to
be more violent for saturated jets.

Heat Flux Distributions and Boiling Curves. Heat flux dis-
tributions at times corresponding to the photographs of Fig. 4 are
shown in Fig. 5. As the stagnation region passes through maxi-
mum heat flux into nucleate boiling, the stagnation point heat flux
(r 50! exceeds 40 MW/m2, and the heat flux decreases monotoni-
cally with radius. Once the boiling front begins to progress (t
'34 s!, however, a local maximum in the heat flux distribution

Fig. 4 Sequence of events associated with a quenching experiment „TiÄ650°C, VnÄ3.0 mÕs,
DTSUBÄ75°C…
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moves radially outward. Actual differences between the maximum
heat flux and heat fluxes in transition boiling~downstream!and
nucleate boiling~upstream!are likely reduced by the interpolation
procedure. Equation~4! does not preserve the steep temperature
gradient in the boiling front region because it is a least-squares fit.
An estimate of this error is included in the uncertainty analysis.
The maximum heat flux is also observable in the boiling curves of
Fig. 6.

Different boiling regimes are clearly demarcated in the boiling
curves of Fig. 6. For radial locations greater than 10 mm, the heat
flux quickly increases once the jet initially hits the surface. This
increasing heat flux with decreasing surface temperature in the
radial flow region is attributed to slow thermocouple response
rather than a negative slope in the boiling curve. The heat flux
then decreases to a local minimum and then increases to the maxi-
mum heat flux, as complete rewetting of the surface occurs. The
surface then undergoes a brief period of nucleate boiling and fi-
nally single-phase convection. For the stagnation zone (r ,5
mm!, no local minimum is observed in the quench curves. In
experiments with an initial test cell temperature of 800°C, early
stages of quenching were characterized by a clearly-observable
film boiling period and the stagnation pointTMIN was observed to
be approximately 470°C. However, forTi5650°C, a stable film
boiling regime was not observed and is not manifested in the
stagnation zone boiling curves. This is due to the relatively slow
thermocouple response during this period of rapidly increasing
heat flux.

The centerline boiling curve of Fig. 6 reveals surface reheating
during the transition from nucleate boiling to single-phase convec-
tion. This temperature excursion was consistently reproducible
and has been observed by other researchers in both steady-state
and transient experiments. While steady-state experimental data
for degassed water did display excursions in the study by Shiba-
yama et al.@20#, the addition of surfactants caused wall super-
heats to shift to the left after the onset of nucleate boiling. Nonn
et al. @21# observed temperature excursions in jet impingement
boiling data for subcooled FC-72 while measuring heat fluxes
during both increasing and decreasing power. Ishigai et al.@8#
observed excursions in transient experiments, but did not observe
them in steady-state experiments employing the same apparatus.
While data from the literature suggest that the addition of surfac-

tants, the direction of heating, and differences between transient
and steady-state conditions may all affect temperature excursions
during boiling incipience or cessation, conclusions concerning its
physical origins have not yet been drawn.

Nucleate Boiling. Because the boiling front progressed so
rapidly, reliable nucleate boiling data could only be deduced for
the stagnation region, within which nucleate boiling existed for
approximately 20 s. The nucleate boiling data forVn52.0, 3.0,
and 4.0 m/s are presented in Fig. 7, and were correlated using the
relation

qNB9 5CDTSAT
n . (9)

Although the data demonstrate a dependence on jet velocity, most
studies of nucleate boiling from saturated, free-surface jets sug-
gest independence of jet velocity@2#. Other studies@20,22,23#,
however, have demonstrated an increase in wall superheat with
increasing jet velocity. No explanation of the shift of the boiling
curve, however, has been suggested.

The data of Shibayama et al.@20# for saturated jets of water and
water/surfactant mixtures suggest that increasing jet velocity in-
creases the wall superheat required to maintain the same heat flux.
Unfortunately, their results are complicated by the influence of
other parameters, such as surfactant additives and nozzle diameter.
In jet impingement experiments using water and R-113, Katsuta
and Kurose@22# found increasing wall superheat with velocity for
water, but not for R-113. In transient studies of near-saturated
water jets, Ma et al.@23# deduced that increasing jet velocity
shifted the entire boiling curve, including nucleate, transition, and
film boiling, to higher surface excess temperatures.

Maximum Heat Flux. Figure 8 displays the variation of
maximum heat flux with radius for nozzle exit velocities ofVn

52.0, 3.0, and 4.0 m/s. A sharp reduction inqMAX9 clearly demar-
cates the impingement zone and the radial flow region. Although
there is an increase inTSAT corresponding to an increase of the
local pressure in the impingement zone, it only varies from ap-
proximately 0.5 to 2.1°C for 2.0<Vn<4.0 m/s. Moreover, the
variation of pressure andTSAT is continuous. Hence, it is not
likely responsible for the large change in the maximum heat flux.
A more likely explanation rests with the change from a radially

Fig. 5 Heat flux distributions demonstrating boiling front pro-
gression „TiÄ650°C, VnÄ3.0 mÕs, DTSUBÄ75°C…

Fig. 6 Boiling curves „TiÄ650°C, VnÄ3.0 mÕs, DTSUBÄ75°C…
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accelerating flow to a decelerating flow at a radial location of
approximately one jet diameter. In addition to reducing shear
forces on the vapor bubbles outside the hydrodynamic boundary
layer, this change yields a significant increase in thermal and hy-
drodynamic boundary layer thickness which reduce the maximum
heat flux.

As noted by Wolf et al.@2#, in the V-regime~low pressure re-
gime in which maximum heat flux is velocity dependent!, qMAX9 in
the radial flow region depends on jet velocity and heater size,
among other parameters. In steady-state jet impingement boiling
experiments, the maximum heat flux occurs at the downstream

location furthest from the stagnation point, and data forqMAX9 are
typically correlated in terms of the largest heater dimension. One
widely accepted correlation developed by Monde@24# is of the
form

qMAX9

rghf gVn
50.221S r f

rg
D 0.645F 2s

r fVn
2~2r 2d!G

2.343S 11
2r

d D 20.364

(10)

with similar correlations having been proposed by other investi-
gators @25–29#. The heater dimension in Eq.~10! has been re-
placed by twice the radial location, 2r , since for transient experi-
ments, the location of maximum heat flux moves outward as the
test piece cools. This relation pertains to a saturated jet, and
Monde et al.@30# recommended application of the following cor-
rection for a subcooled jet

F5
qMAX,SUB9

qMAX,SAT9
511«SUB. (11)

However, the subcooling parameter suggested by Monde et al.
@30# overpredicts maximum heat flux data for high subcoolings
~their data only included subcoolings up to 30°C!, and the param-
eter suggested by Nonn et al.@21# provides a better approximation
to the data

«SUB50.952S r f

rg
D 0.118

Ja1.414. (12)

The experimental data forqMAX9 from this study are compared
with Eqs. ~10!, ~11!, and~12! in Fig. 9 for DTSUB575°C, and
there is good agreement between the data and the steady-state
correlations in the radial flow region. However, near the stagna-
tion zone (r /d*2), the data significantly exceed predictions
based on Eqs.~10!, ~11!, and~12!. The curvature of the data is
attributed to characteristics of the spatial interpolating function,
rather than to departures from the functional form of Eq.~10!.

Minimum Film Boiling Heat Fluxes and Temperatures.
The boiling curves of Fig. 6 may be used to infer the minimum
film boiling heat flux,qMIN9 , and the corresponding minimum film
boiling temperature,TMIN . The location ofqMIN9 corresponds to a

Fig. 7 Stagnation point nucleate boiling curves „TiÄ650°C,
VnÄ3.0 mÕs, DTSUBÄ75°C…

Fig. 8 Variation of maximum heat flux with velcoity and posi-
tion „DTSUBÄ75°C…

Fig. 9 Correlated variation of maximum heat flux with velocity
and position in the radial flow region „DTSUBÄ75°C…
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minimum in the heat flux at temperatures beyond the maximum
heat flux point. This condition is typically reached just prior to
intermittent liquid-solid contact as the vapor film begins to col-
lapse. The corresponding temperature,TMIN , is often referred to
as the rewetting temperature and is equal to the Leidenfrost tem-
perature for saturated liquids on isothermal surface@31#. Numer-
ous studies of jet impingement boiling, however, have reported
TMIN well in excess of the critical temperature@8,9,11#. Therefore,
it is likely that for highly subcooled jets, this minimum corre-
sponds to a hydrodynamic phenomenon not observed for saturated
jets or for pool boiling and does not represent partial rewetting of
the surface. A possibility is that the minimum film boiling condi-
tion for subcooled jets corresponds to a relative maximum in the
vapor blanket thickness. As the surface temperature decreases, this
thickness may decrease as well until surface temperatures are low
enough to sustain direct liquid-solid contact. The time at which
the minimum film boiling temperature is reached may be inferred
from measured temperature histories and corresponds to a point of
minimum curvature~which is proportional to]2T/]t2) prior to the
maximum in curvature corresponding to the maximum heat flux,
often referred to as the ‘‘shoulder’’ of the quench curve.

The local of minima in the boiling curves corresponding to
qMIN9 versusTMIN2TSAT is plotted in Fig. 10. The value ofqMIN9
decreases monotonically with increasing radius and increases with
increasing velocity. Although the literature revealed no pre-
existing data for the distribution ofqMIN9 in the radial flow region
associated with free-surface circular jet impingement, transition
boiling data from the study of planar jets by Kumagai et al.@5#
demonstrate that transition boiling heat fluxes decreases with
downstream location from the stagnation point. This decrease is
attributed to both the decrease of momentum of the flowing film
and the increase in local water temperature due to sensible heat
addition.

Although the minimum film boiling temperature,TMIN , in-
creases with radius, this behavior is seemingly inconsistent with
the decrease in free stream momentum and increase in local cool-
ant temperature which occurs with increasing radius. Moreover,
temperature histories and boiling curves from transient experi-
ments performed by Kumagai et al.@5# and Filipovic et al.@6,7#
for planar jets, and Ochi et al.@9# and Hatta et al.@10# for circular
jets indicate conflicting trends forTMIN. Significant differences in

the experiments relate to hydrodynamic conditions in the parallel
or radial flow region. Both Kumagai et al.@5# and Ochi et al.@9#
reported deflection of the jet from the surface at the boiling front.
Temperature histories from both studies reveal thatTMIN ~identi-
fied as the point of maximum curvature in the temperature histo-
ries! increases with increasing streamwise location. In contrast,
the jets observed in studies by Filipovic et al.@6# ~for wall jets!
and Hatta et al.@10# showed no such deflection. Instead, a con-
tinuous liquid film flowed across the vapor blanket in the film
boiling region. Temperature histories from these studies demon-
strated a decrease inTMIN with increasing streamwise location.

Heat transfer immediately downstream of the quench front ap-
pears to be inhibited by deflection of the jet from the surface. As
the quench front progresses and the momentum of the liquid ap-
proaching the quench front decreases, the velocity of the deflected
liquid decreases, and film boiling heat transfer is enhanced~TMIN
increases!. At a sufficient distance downstream of the stagnation
point, the liquid will no longer be deflected from the surface and
will flow across a vapor blanket in a film boiling region that
extends over the remaining unwetted portion of the test surface.
This flowing film is more likely to penetrate the vapor layer. The
minimum film boiling temperature will then decrease with in-
creasing radius due to the increase in liquid temperature and fur-
ther decrease in momentum. This behavior is demonstrated by the
plot of TMIN as a function of radial location in Fig. 11. Beyond
r /d58, a continuous film boiling layer exists. Unfortunately, the
test cell dimensions were not large enough to capture much of this
region.

To insure that experimental results were independent of the test
cell initial temperature,Ti , experiments were repeated forVn

53.0 m/s andTi5500°C and 800°C. The results forqMAX9 ,
qMIN9 , and TMIN are included in Figs. 8–11. The results are
clearly independent of initial temperature, and also demonstrate
the excellent repeatability of the data.

Conclusions
The quenching measurements of this study encompass three

distinct boiling regimes:~1! nucleate boiling in the impingement
zone,~2! the upper limit of nucleate boiling, maximum heat flux,
for the entire surface, and~3! transition boiling characterized by
the minimum film boiling heat fluxes and temperatures for the

Fig. 10 Minimum film boiling heat flux as a function of TMIN
„DTSUBÄ75°C…

Fig. 11 Radial distribution of TMIN „DTSUBÄ75°C…
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radial flow region. A key distinction between these results and
those of previous studies is the emphasis on variations with
streamwise location. While such variations have been studied ex-
tensively for both planar and circular jets in single-phase convec-
tion and planar jets in boiling, they have not been emphasized in
previous circular jet impingement boiling studies.

Nucleate boiling in the impingement zone was correlated with
wall superheat, and although a dependence on jet velocity was
demonstrated, it was within the range of experimental uncertainty.
Radial distributions of the maximum heat flux correlated ex-
tremely well with relations developed by other researchers from
steady-state experiments for the radial flow region. Minimum film
boiling heat flux was shown to decrease with radial location, and
the minimum film boiling temperature demonstrated a strong de-
pendence on the hydrodynamics of the liquid film.

This study also demonstrated the efficacy of using transient
~quenching!experiments to obtain spatial distributions of boiling
data for a wide range of surface temperatures. Moreover, this tech-
nique may be the only feasible approach for collecting distributed
jet impingement boiling data at elevated temperatures since insta-
bilities associated with the negative slope of the boiling curve in
the transition boiling regime limit the use of traditional steady-
state techniques. However, a significant limitations of the tech-
nique is its large experimental uncertainties.
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Nomenclature

A0 ,A1 ,A2 5 coefficients for interpolant
cp 5 specific heat at constant pressure
d 5 nozzle diameter

f (t) 5 surface temperature history
g(t) 5 axial thermocouple-depth temperature graident

(]T/]zuz5L! history
G 5 mass flux
h 5 tank head

hf g 5 latent heat of vaporization
H 5 nozzle-plate spacing

Ja 5 Jakob number5cpDTSUB/hf g
k 5 thermal conductivity
L 5 test cell thickness minus thermocouple depth

qs9 5 surface heat flux
qMAX9 5 maximum heat flux
qMIN9 5 minimum film boiling heat flux
qNB9 5 fully-developed nucleate boiling heat flux

r 5 radial coordinate
R 5 test cell radius

Ra 5 average surface roughness
Red 5 Reynolds number5Vnd/v

t 5 time
Ts 5 surface temperature
Ti 5 test cell initial temperature

TMIN 5 minimum film boiling temperature
TONB 5 temperature corresponding to onset of nucleate

boiling
TSAT 5 saturation temperature

T` 5 fluid temperature at nozzle exit
DTSAT 5 excess temperature~wall superheat!5 Ts2TSAT
DTSUB 5 subcooling5 TSAT2T`

Vn 5 jet velocity at nozzle exit
z 5 axial coordinate measured from the bottom of the

test specimen
z̃ 5 axial coordinate measured from the thermocouple

depth
a 5 thermal diffusivity5 k/rcp
d 5 uncertainty

«SUB 5 subcooling parameter
n 5 kinematic viscosity
r 5 density
s 5 surface tension
F 5 correction factor forqMAX9

Subscripts

f 5 liquid
g 5 vapor

ISO 5 thermal surface
s 5 solid

Superscripts

(i) 5 i th derivative
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Jet Impingement Boiling From a
Circular Free-Surface Jet During
Quenching: Part 2—Two-Phase
Jet
A proposed technique for controlling jet impingement boiling heat transfer involves in-
jection of gas into the liquid jet. This paper reports results from an experimental study of
boiling heat transfer during quenching of a cylindrical copper specimen, initially at a
uniform temperature exceeding the temperature corresponding to maximum heat flux, by
a two-phase (water-air), circular, free-surface jet. The second phase is introduced as
small bubbles into the jet upstream of the nozzle exit. Data are presented for single-phase
convective heat transfer at the stagnation point, as well as in the form of boiling curves,
maximum heat fluxes, and minimum film boiling temperatures at locations extending
from the stagnation point to a radius of ten nozzle diameters. For void fractions ranging
from 0.0 to 0.4 and liquid-only velocities between 2.0 and 4.0 m/s~11,300<Red, f o
<22,600!, several significant effects are associated with introduction of the gas bubbles
into the jet. As well as enhancing single-phase convective heat transfer by up to a factor
of 2.1 in the stagnation region, addition of the bubbles increases the wall superheat in
nucleate boiling and eliminates the temperature excursion associated with cessation of
boiling. The maximum heat flux is unaffected by changes in the void fraction, while
minimum film boiling temperatures increase and film boiling heat transfer decreases with
increasing void fraction. A companion paper (Hall et al., 2001) details corresponding
results from the single-phase jet.@DOI: 10.1115/1.1389062#

Introduction
Jet impingement boiling is frequently employed to cool metals

during primary processing operations such as hot rolling, continu-
ous casting, and forging. In many such operations, precise control
of heat removal rates is essential to achieving desired operating
conditions and/or properties of the final product@1#. For example,
during startup in continuous casting operations, heat transfer rates
must be reduced to minimize deformation of the billet end, but
maintained large enough to form a strong shell capable of carrying
large tensile loads@2#. Following startup, heat transfer rates are
increased to facilitate greater casting speeds. As a means of con-
trolling heat removal rates to free-surface jets of water that issue
from the mold and impinge on the ingot surface, it has been pro-
posed that air bubbles be introduced into the jets@3#. The pre-
sumption is that the amount of air injection can be varied to re-
duce heat transfer during startup of the casting operation, thereby
minimizing deformation, and to increase heat transfer thereafter,
thus increasing casting speeds.

Several researchers have observed heat transfer augmentation
resulting from the addition of a gas~or vapor!phase to an imping-
ing liquid jet. Serizawa et al.@4# investigated single-phase con-
vection heat transfer from an axisymmetric, two-phase, confined
jet. Using both contoured parabolic and parallel confining nozzle
plates, a two-phase mixture of air bubbles and water was directed
to a heated surface. Turbulence measurements, which were made
to characterize the two-phase flow, indicated increasing turbulence
intensity in the radial flow region with increasing gas flow rate, as
well as an increase in the turbulent kinetic energy at higher fre-
quencies~above approximately 20 Hz!. Void fraction measure-
ments were conducted for radial locations greater thanr
540 mm, and plots of the drift flux parameters revealed little slip

between the two phases. Heat transfer measurements demon-
strated a nearly three-fold increase in local Nusselt numbers at the
stagnation point, and results for convection in the radial flow re-
gion (r .50 mm) were correlated by the equation

Nud,tp5Nud, f o1
ad

dm
, (1)

wheredm is the minimum liquid film thickness separating a mov-
ing bubble from the heated surface~estimated to be 60mm!.
Equation ~1! implies proportionality between the local Nusselt
number and the void fraction in the radial flow region. Heat trans-
fer measurements were also made for a free-surface jet, and en-
hancements due to two-phase flow were not as pronounced as
those for the confined jets.

Chang et al.@5# experimentally investigated single-phase con-
vection and boiling heat transfer to single and multiple confined
two-phase jets. The two-phase flow was produced by flashing
nearly saturated R-113 through a throttle valve immediately up-
stream of the test section to produce qualities up to 0.31 for single
jets and 0.23 for multiple jets. Assuming that the specific enthalpy
of the mixture remained constant during the expansion, the quality
was predicted by measuring the downstream pressure or tempera-
ture. Relative to a single-phase jet (x50), convection heat trans-
fer for the single jet configuration was enhanced by a factor of 1.4
for a mixture quality of 0.11 and for radial locations up to 10 jet
diameters. Enhancement was attributed to the increase in the mix-
ture mean velocity. Enhancement of the stagnation point Nusselt
number due to the two-phase flow was correlated using the Mar-
tinelli turbulent, two-phase flow parameter,x tt , which was devel-
oped to correlate two-phase flow pressure gradients@6#:

Nud,tp

Nud,sp
51.011.187x tt

20.438. (2)
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In the fully-developed nucleate boiling regime, the boiling curve
shifted towards higher wall superheats with increasing flow qual-
ity, while the slope of the boiling curve remained unchanged.

Most recently, Zumbrunnen and Balasubramanian@7# measured
single-phase convection heat transfer augmentation due to air
bubbles injected into a free-surface planar jet by capillary tubes
inserted through the nozzle and extending to the nozzle exit. Over
the range of liquid-only Reynolds numbers of 3700,Red,fo
,21,000 and void fractions between 0,a,0.86, heat transfer
was increased by as much as a factor of 2.2 at the stagnation point
and 1.6 at downstream locations extending to five jet widths. Re-
sults were correlated to within625 percent using the form of the
relation developed by Chang et al.@5#:

Nuw,tp

Nuw, f o
5114.4331xn

20.7385. (3)

The foregoing studies have addressed heat transfer enhance-
ment for two-phase jets in single-phase convection, and, to a lim-
ited extent, nucleate boiling, but no studies appear to have been
performed under conditions for which surface temperatures were
larger than those corresponding to maximum heat flux. In contrast,
this study is concerned with heat transfer from a test surface,
initially at 650 °C, to an impinging two-phase, free-surface jet of
water and air. Results are presented for single-phase convection,
nucleate boiling, maximum heat flux, and surface rewetting for a
constant jet diameter ofa55.1 mm, liquid-only jet velocities be-
tween 2.0<Vf o<4.0 (11,300<Red,fo<22,600), void fractions be-
tween 0.0<a<0.4, a constant subcooling ofDTSUB575°C, and a
constant nozzle-to-plate spacing ofH/d520.

Experimental Method and Apparatus
The flow loop used to supply water and air to the two-phase jet

is described by the companion paper@8#. Air is supplied to the
nozzle from a compressed air cylinder through two pressure regu-
lators and a flow meter. As depicted in Fig. 1, a convergent section

supplies a pipe-type nozzle 5.1 mm in diameter and 11 diameters
long. Five diameters upstream of the nozzle exit, four 1.0 mm
diameter orifices were drilled in the nozzle wall at 90 deg. inter-
vals and oriented normal to the nozzle centerline. Air from the gas
cylinder was supplied to the orifices through a plenum epoxied to
the nozzle. The entire assembly was bolted to the bottom of the
water supply tank, and the two-phase jet was directed normal to
the instrumented copper test cell with a fixed nozzle-to-plate spac-
ing of 20 nozzle diameters.

Assuming homogeneous two-phase flow~no slip between the
gas and liquid phases!, the jet void fraction is calculated as

a5
Qg

Qg1Qf
, (4)

whereQg andQf are the volumetric flow rates of air and water,
respectively. An approximate analysis indicated that the bubbles
accelerate to their terminal velocity relative to the liquid phase
well before the nozzle exit, but that the buoyancy force opposing
the drag force on individual bubbles precludes equilibrium of the
bubble and liquid velocities. The terminal bubble velocity within
the jet was estimated to be within 12 percent of the liquid velocity
for all experimental conditions considered in this study. The as-
sumption of homogeneous two-phase flow was made to describe
the experimental parameters of the study and quantify trends
among the data, and for practical purposes, this assumption is
reasonable. The liquid-only velocity~also referred to as the super-
ficial liquid velocity!, Vf o , is then defined asVf o5Qf /An , where
An is the cross-sectional area of the nozzle exit. The two-phase, or
mixture, velocity is defined asVtp5Vf o1Qg /An . Injection of gas
bubbles into the water jet increases the head required to maintain
a fixed value ofVf o , since the pressure drop across the nozzle
increases due to acceleration of the water/air mixture and the in-
creased friction losses associated with the two-phase bubbly flow
downstream of the air orifices. The static head in the supply tank
required to maintain a constant value ofVf o increases approxi-
mately in proportion to the square of the void fraction, and for
liquid-only velocities of 2.0, 3.0, and 4.0 m/s, measurements of
the static head as a function of the void fraction are depicted in
Fig. 2.

Details of the instrumented copper test piece, data reduction
procedure, and uncertainty analysis are described in the compan-
ion paper. In addition to uncertainties described in Tables 1 and 2

Fig. 1 Schematic of two-phase nozzle and boiling on the test
surface

Fig. 2 Dependence of static head on void fraction for selected
liquid-only velocities
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of the companion paper, the maximum uncertainty in the void
fraction measurements was616.4 percent forVf o52.0 m/s and
a50.1, but was below611.1 percent for all other experimental
conditions.

Results and Discussion

Two-Phase Flow Characterization. Photographs of jets
taken shortly after the initial vapor production had slowed, but
before progression of the boiling front, are displayed in Fig. 3 for
Vf o53 m/s and void fractions of 0.0, 0.1, 0.2, and 0.3. At void
fractions above 0.5, the jet begins to break-up, but remains con-
tinuous, though wavy, below this value. Bubbles remain entrained
within the jet and, except for some coalescence between neigh-
boring bubbles, remain intact until impact on the surface. The
photographs were used to characterize the bubbles generated by
the nozzle. By electronically enhancing the images, measurements
of bubble sizes were possible. One-hundred measurements of
characteristic bubble diameters were taken from photographs for
Vf o53.0 m/s and void fractions of 0.1, 0.2, and 0.3, where the
characteristic bubble diameter,b, was calculated as the average of
the vertical and horizontal bubble dimensions. The resulting
bubble size distribution is depicted in Fig. 4. The distribution is
nearly Gaussian, with mean diameters of 1.59, 1.73, and 1.87 mm
and standard deviations of 0.26, 0.30, and 0.30 mm for jet void
fractions of 0.1, 0.2, and 0.3, respectively. From the mean bubble
diameter and air flow rate, the frequencies of bubble generation
for void fractions of 0.1, 0.2, and 0.3 are 3210, 5610, and 7610
Hz, respectively.

Boiling Curves. Figure 5 depicts boiling curves for five ra-
dial positions,r /d50, 2, 4, 6, and 8, and void fractions of 0, 0.1,
0.2, and 0.3 forVf o53.0 m/s. For an initial temperature of 650°C,
thermocouple response was too slow to capture the minimum film
boiling point in the stagnation zone. In experiments with an initial
test cell temperature of 800°C, early stages of quenching were
characterized by a clearly-defined period of film boiling and the
stagnation point minimum film boiling temperature was observed
to be approximately 470°C. Transition boiling in the stagnation
zone is manifested by vigorous vapor production, and the wetted
zone appears as a dark circular patch in the photographs of Fig. 3.
As DTSAT at the stagnation point (r /d50) decreased fromTi
2TSAT, the stagnation zone passed through transition boiling, as
characterized by the negative slope of the boiling curve. In this
region, the boiling curves for the four void fractions are indistin-
guishable, and only after boiling had progressed through the maxi-
mum heat flux into the fully-developed nucleate boiling regime
did the effect of air injection become discernible. Ther /d50
boiling curves of Fig. 5 are expanded in Fig. 6 forDTSAT
<100°C. The heat flux decreased from a peak value above 40
MW/m2 ~maximum heat flux!to a linear region~on log-log
scales!corresponding to fully-developed nucleate boiling. In the
nucleate boiling regime, air injection shifted the boiling curves

towards higher wall superheat, but that effect diminished with
increasing void fraction. Below a wall superheat ofDTSAT
540°C, heat transfer occurred by single-phase forced convection,
which was significantly enhanced by the air injection.

The minimum film boiling point in the radial flow region is
apparent in the boiling curves of Fig. 5. After the jet struck the
surface, the calculated heat fluxes increased over a period of;3 s
from the initial condition (qs9'0) to values corresponding to film
boiling. In this interval, results are strongly influenced by the in-
ability of the thermocouples to respond to the rapidly changing
surface heat flux immediately following initiation of the quench.
Due to deflection of the jet from the surface at the boiling front
location, heat transfer from surface locations for whichr /d>2
occurs by radiation and single-phase convection~to the ambient
air! until the minimum film boiling temperature is reached. Al-
though not observable in the stagnation point boiling curves of
Fig. 5, the duration of the initially vigorous vapor production in-
creased with increasing void fraction. This result is attributed to
the decrease in heat fluxes in the radial flow region with increas-
ing void fraction, which resulted in slower cooling of the test
specimen. As shown in Fig. 5 and the enlargement of ther /d
54 boiling curves in Fig. 7, surface heat fluxes beyond the mini-
mum film boiling point decreased by nearly a factor of 2 with

Fig. 3 Jet impingement following initiation of quench „tÄ2 s… for forÄ 0.0, 0.1, 0.2, and 0.3
„TiÄ650°C, VfoÄ3.0 mÕs, DTSUBÄ75°C…

Fig. 4 Bubble size distribution for various void fractions „Vfo
Ä3.0, s. Red,fpÄ17,000…
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increasinga from 0 to 0.3. This decrease in surface heat fluxes
downstream of the boiling front might be attributable to a change
in jet deflection parameters with increasing void fraction. At sur-
face temperatures belowTMIN , the surface heat flux increases un-
til the maximum heat flux is reached, and there is no distinction
among the boiling curves for the different void fraction jets.

Rewetting Temperatures. The temperature corresponding to
the minimum film boiling heat flux, or rewetting temperature,
TMIN , in the radial flow region was determined from the boiling
curves of Figs. 5 and 7. The minimum film boiling heat flux
decreased and shifted towards higher temperatures with increasing
void fraction. The variations ofTMIN with radius for Vf o
53.0 m/s and void fractions between 0.0 and 0.3 are plotted in
Fig. 8. As described in the companion paper~for a50.0!, the
minimum film boiling point in the radial flow region occurs in
either a jet deflection regime or a continuous film boiling regime.
At radial locations within the jet deflection regime~observed in
this study to be less than approximately eight jet diameters!, TMIN
increased with increasing radius. This trend is attributed to sepa-
ration of the jet from the surface in the vicinity of the boiling front

due to the vigorous vapor production at the boiling front. The
velocity decreased and the angle~measured with respect to the
plane of the surface!of the deflected film increased as the boiling
front progresses outward. As the jet was deflected less vigorously
from the surface, liquid supply to the boiling front region in-
creased, and film boiling heat transfer was enhanced. In contrast,
beyond eight jet diameters, the liquid film was no longer deflected
from the surface, andTMIN decreased with increasing radius. This
trend was due to the decrease in free-stream momentum and in-
crease in free-stream temperature that occurred with increasing
radial location. In the jet deflection regime, the temperature at

Fig. 5 Effect of void fraction on the boiling curves for rÄ0, 10,
20, 30, and 40 mm „TiÄ650°C, VfoÄ3.0 mÕs, DTSUBÄ75°C…

Fig. 6 Effect of void fraction on the stagnation point boiling
curve „TiÄ650°C, VfoÄ3.0 mÕs, DTSUBÄ75°C…

Fig. 7 Effect of void fraction on the boiling curve for r
Ä20 mm „TiÄ650°C, VfoÄ3.0 mÕs, DTSUBÄ75°C…
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which the minimum point was observed increased monotonically
with increasing void fraction. This behavior was attributed to an
increase in the mixture velocity,Vtp , with increasinga. For fixed
a, TMIN also increased with increasingVf o . In the continuous film
boiling regime, however, no definitive effect of void fraction was
discerned, suggesting that the minimum film boiling point in this
regime depended primarily on the rate at which liquid was sup-
plied to the surface, and hence onVf o , rather thanVtp . Both of
these conclusions were supported by rewetting data fora50,
which were characterized by increasingTMIN with increasing jet
velocity in both the jet deflection and continuous film boiling
regimes.

Maximum Heat Flux. The maximum in the stagnation point
boiling curves and the secondary maximum~occurring at lower
wall superheats!in the boiling curves of the radial flow region
(r /d'2) represent the maximum heat flux associated with con-
tinuous wetting of the surface, and the data are plotted as a func-
tion of radial location in Fig. 9. As noted in the companion paper,
the discontinuous decrease inqMAX9 at a radial location ofr /d
'1 was attributed to transition from a radially accelerating flow
in the impingement zone to a radially decelerating flow in the
radial flow region and the corresponding increase in boundary
layer thickness. For the same liquid-only velocity, the maximum
heat flux was virtually independent of void fraction. This result
suggests thatqMAX9 depended primarily onVf o rather thanVtp . As
such, the correlating equations cited in the companion paper to
predictqMAX9 in the radial flow region of single-phase jets can be
used to predictqMAX9 for the two-phase jets by utilizingVf o in the
place ofVn .

Nucleate Boiling. Due to the large radial temperature gradi-
ents near the boiling front, nucleate boiling only occurred in a
narrow band of the radial flow region. Moreover, because the front
progressed rapidly during the transient quenching process, nucle-
ate boiling was not discernible in the boiling curves forr /d.0.
However, nucleate boiling data were obtained for the stagnation
point, and two important features are evident in Fig. 6. First, the
centerline boiling curve for the single-phase jet (a50) exhibits a
temperature excursion near the cessation of nucleate boiling. As
nucleate boiling on the surface ceased, the surface temperature
momentarily increased before decreasing. Bar-Cohen and Simon

@9# reviewed temperature excursion data for incipient pool and
flow boiling of dielectric liquids. They suggested that, as highly
wetting fluids come in contact with a surface, they may com-
pletely flood surface cavities, thereby precluding entrapment of
vapor embryos. As such, bubble nucleation must first occur ho-
mogeneously in the bulk fluid, rather than at the surface, requiring
greater superheat than heterogeneous bubble nucleation at the sur-
face. While their observations were for highly-wetting fluids and
increasing surface temperature, conditions which differ from those
of this study, a similar explanation may apply. That is, in boiling
of water with a decreasing surface temperature, cavities may be
prematurely flooded, causing an increase inDTSAT. However, as
evidenced by the data of Fig. 6, results for jets with air injection
consistently revealed no such excursions, suggesting that air
bubbles suppress the temperature excursion near cessation of boil-
ing in the stagnation zone. If the temperature excursion during
boiling cessation is related to flooding of cavities on the surface,
the air bubbles may seed cavities near the incipience point,
thereby eliminating the excursion.

A second feature of the centerline boiling curves is that, fora
50.1, nucleate boiling occurs at significantly higher surface tem-
peratures than fora50.0 ~the boiling curve is shifted to the right!.
As the void fraction is increased, however, the boiling curve is
progressively shifted to the left, until fora50.3, the data are
coincident with results fora50. This trend also characterized the
Vf o52.0 and 4.0 m/s data, and similar trends were observed by
Chang et al.@5#. Hence, although a suitable explanation is cur-
rently lacking, heat transfer is clearly suppressed for low levels of
air injection (a50.1), but increases with increasinga.

Single-Phase Convection Heat Transfer. Due to rapid pro-
gression of the boiling front and the fact that experiments were
halted immediately after the boiling front had progressed to the
outer edge of the test surface, the radial flow region was only
briefly exposed to single-phase convection, and single-phase heat
transfer measurements were limited to the stagnation zone. The
stagnation point boiling curves in Fig. 6 indicate increasing
single-phase convection heat transfer with increasing void frac-
tion, and enhancement by approximately a factor of 2.1 is
achieved fora50.3. Nusselt numbers were calculated as a func-

Fig. 8 Minimum film boiling temperature distribution „Ti
Ä650°C, VfoÄ3.0 mÕs, DTSUBÄ75°C…

Fig. 9 Variation of maximum heat flux with position, Ê, and Vfo
„TiÄ650°C, DTSUBÄ75°C…
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tion of jet velocity and void fraction, and the results are depicted
in Fig. 10. ForVf o52.0 m/s, the Nusselt number decreases from
166 for a50 to 155 fora50.1, before increasing to 213 fora
50.4. Nusselt numbers forVf o53.0 and 4.0 m/s increase mono-
tonically from 183 to 353 and from 213 to 451, respectively. The
increase in Nusselt number with increasing void fraction is prima-
rily attributed to the increase inVtp . Nusselt numbers for the
single-phase jet (a50.0) agree very well with experimental re-
sults of several studies summarized by Webb and Ma@10#.

The enhancements observed in this study significantly exceed
those observed by Zumbrunnen and Balasubramanian@7# for air
bubbles injected into a planar water jet. For a void fraction of 0.32
and Reynolds number of 17,600, they observed enhancement at
the stagnation line by a factor of 1.3, whereas the enhancement in
this study fora50.3 and Red,fo517,000 (Vf o53.0 m/s) was 2.1
at the stagnation point. This discrepancy is attributed to the dif-
ferent methods by which air bubbles are injected into the jet. In
the present study, air bubbles are injected upstream of the nozzle
exit, and the liquid must therefore accelerate to accommodate the
increased volume flow rate. In the nozzle of Zumbrunnen and
Balasubramanian@7#, air is injected at the nozzle exit, and the jet
free surface may expand to accommodate the air bubbles. While
the nozzle design employed in this study produces increased en-
hancements over the design of Zumbrunnen and Balasubramanian
@7#, this benefit may be offset by the substantially higher pumping
requirements.

Conclusions
An experimental study was performed to determine the effect of

air bubbles on heat transfer associated with jet impingement boil-
ing for impinging two-phase~water-air!, free-surface circular jets.
The specific effect of the second phase was found to depend on
the boiling regime. In single-phase convection, injection of air
bubbles enhanced heat transfer by more than a factor of two, and
the effect was attributed to the increase in the mixture velocity
with increasing void fraction. Air bubbles had the effect of shift-
ing nucleate boiling data to higher wall superheats, although the
effect was most pronounced fora50.1. A temperature excursion
associated with the cessation of boiling fora50 was suppressed
by the addition of air bubbles, while the maximum heat flux was
unaffected by addition of the air. Conditions associated with film

boiling and surface heat fluxes downstream of the boiling front
strongly depended on void fraction, with increasinga acting to
reduce heat transfer downstream of the boiling front~including
qMIN9 ! and to increaseTMIN .

The extent to which bubble injection can be used as a control
parameter in quenching processes depends upon the local surface
temperature and the associated heat transfer mechanism. For ex-
ample, injection may be used to reduce the surface heat flux at
temperatures in excess of that corresponding to the minimum film
boiling point and to decrease the temperature associated with the
cessation of nucleate boiling. Bubble injection also increases heat
transfer for forced convection in the absence of boiling, but has no
effect on the value of the maximum heat flux. However, enhance-
ments due to injection of the air bubbles come at the expense of
increased pumping power required to maintain the same liquid
flow rate. Alternate methods of bubble injection, such as capillary
tubes extended into the jet to the nozzle exit@7#, which require
little or no additional power to maintain the liquid supply, could
be employed under conditions for which pumping requirements
are of concern.
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Nomenclature

An 5 nozzle cross-sectional area5pd2/4
b 5 characteristic bubble diameter
d 5 nozzle diameter
h 5 single-phase heat transfer coefficient; tank static head
H 5 nozzle-plate spacing
k 5 thermal conductivity

Nud 5 Nusselt Number5hd/kf

qMAX9 5 maximum heat flux
qMIN9 5 minimum film boiling heat flux

qs9 5 surface heat flux
Q 5 volumetric flow rate
r 5 radial coordinate

Red,fo 5 liquid-only Reynolds number5Vf od/y f
t 5 time from start of quench

Ti 5 initial test cell temperature
TMIN 5 minimum film boiling temperature

Ts 5 surface temperature
TSAT 5 liquid saturation temperature

T` 5 liquid temperature
DTSAT 5 excess temperature~wall superheat!5Ts2TSAT
DTSUB 5 subcooling5TSAT2T`

Vf o 5 liquid-only velocity5Qf /An
Vtp 5 mixture or two-phase velocity5(Qg1Qf)/An

x 5 homogeneous two-phase flow quality5(11r f /rg1
2a/a)21

a 5 void fraction
dm 5 mean thickness of residual film
m 5 dynamic viscosity
y 5 kinematic viscosity
r 5 density

x tt 5 Martinelli’s turbulent two-phase flow
parameter5(m f /mg)0.1(12x/x)0.9(r f /rg)0.5

Subscripts

f 5 liquid phase~water!
g 5 gas phase~air!

sp 5 single-phase flow
tp 5 two-phase flow

Fig. 10 Variation of single-phase heat transfer Nusselt num-
bers with Vfo and Ê
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Flow Boiling Heat Transfer From
Plain and Microporous Coated
Surfaces in Subcooled FC-72
The present research is an experimental study of subcooled flow boiling behavior using
flat, microporous-enhanced square heater surfaces in pure FC-72. Two 1-cm2 copper
surfaces, one highly polished (plain) and one microporous coated, were flush-mounted
into a 12.7 mm square, horizontal flow channel. Testing was performed for fluid velocities
ranging from 0.5 to 4 m/s (Reynolds numbers from 18,700 to 174,500) and pure subcool-
ing levels from 4 to 20 K. Results showed both surfaces’ nucleate flow boiling curves
collapsed to one line showing insensitivity to fluid velocity and subcooling. The log-log
slope of the microporous surface nucleate boiling curves was lower than the plain surface
due to the conductive thermal resistance of the microporous coating layer. Both, increased
fluid velocity and subcooling, increase the CHF values for both surfaces, however, the
already enhanced boiling characteristics of the microporous coating appear dominant
and require higher fluid velocities to provide additional enhancement of CHF to the
microporous surface.@DOI: 10.1115/1.1389465#

Keywords: Boiling, Enhancement, Flow, Forced Convection, Heat Transfer

Introduction
Recent advances in the electronics industry are producing mi-

croelectronic chip designs that dissipate more heat than can be
properly removed by conventional~single-phase! cooling
schemes. Both direct and indirect liquid cooling schemes, involv-
ing boiling heat transfer, are currently being researched as a prac-
tical solution to the high heat flux requirements predicted for fu-
ture electronics. In particular, subcooled flow boiling is receiving
much attention, however, there are still many issues, which must
be resolved before it can be successfully implemented.

It has been known for a long time that fully developed water
nucleate flow boiling heat transfer performance in pipes is seem-
ingly unaffected by either fluid velocity or subcooling~McAdams
@1#!. With regard to insensitivity to fluid velocity, Engelberg-
Forster and Greif@2# explained that in both, forced convection and
boiling heat transfer, the heat is first transferred to a thin layer of
fluid adjacent to the surface. The heat is then transferred to the
bulk liquid through diffusion by eddies in forced convection
and/or through a bubble pumping or ‘‘vapor-liquid exchange’’
mechanism in boiling~commonly referred to as microconvection!.
This boiling microconvection mechanism was thought to be much
more efficient due to the high departure frequency of bubbles and
thus dominate the heat transfer over the eddy diffusion mechanism
of forced convection.

With regard to insensitivity of nucleate flow boiling to fluid
subcooling, Engelberg-Forster and Greif@2# believed that this be-
havior was due to the counterbalancing effects of subcooling on
the maximum bubble size and the bubble departure frequency.
Increased subcooling decreases the departing bubbles’ size
through condensation, which then decreases the amount of heated
fluid it removes in its wake~decreased microconvection!. From
the results of Ellion@3#, Engelberg-Forster and Greif also believed
that the increased subcooling increases the bubble departure fre-
quency, which helped to compensate for the decreased microcon-
vection and thus show insensitivity to fluid subcooling. However,
Yin et al. @4# observed that increased subcooling reduces both, the
bubble departure diameter and frequency for subcooled flow boil-

ing of R-134a in an annular duct. Alternatively, Gunther@5# ob-
served that departing bubbles would slide along the entire length
of the heated wall before departing at high subcooling of water in
a rectangular duct. Later, Bibeau and Salcudean@6# and Klausner
et al. @7# observed similar sliding behavior in water and R-113,
respectively. These more recent observations of bubble behavior
in subcooled flow boiling suggest that increased bubble sliding,
not increased bubble departure frequency, may be responsible for
the compensation of decreased microconvection heat transfer as
put forth by Engelberg-Forster and Greif.

More recently, Willingham and Mudawar@8# observed insensi-
tivity of the entire nucleate boiling curve to both fluid velocity and
subcooling in flow channels with small (10 mm310 mm), dis-
crete heat sources in FC-72 for a velocity and subcooling range of
0.013 to 0.400 m/s and 3 to 36 K, respectively. Heindel et al.@9#,
and later Tso et al.@10#, found similar results at high heat fluxes
where fully developed nucleate boiling existed, however, they
found a significant effect of both fluid velocity and subcooling at
low heat fluxes due to partial boiling conditions. In contrast, Kirk
et al. @11#, using a larger (19 mm338 mm) thin film surface in
R-113, found that increased fluid velocity increased heat transfer
performance over the entire nucleate boiling curve for a velocity
range of 0.04 to 0.325 m/s at 11.1 K subcooling. Samant and
Simon@12# also found a significant effect of fluid velocity on the
nucleate boiling curve of their thin film heater in FC-72, but at
relatively high fluid velocities~4.1 to 9.3 m/s!and subcooling
~'55 K!.

The effects of fluid velocity and subcooling on the critical heat
flux ~CHF! of small, discrete surfaces have also been previously
studied. Kutateladze and Burakov@13# studied the effects of fluid
velocity and subcooling on CHF for a vertical plate flow boiling
in Dowtherm A~26.5 percent diphenyl and 73.5 percent diphenyl
oxide!. They observed that for a given velocity, CHF increases
linearly with increasing subcooling and for a given subcooling,
the CHF increases with increasing velocity for a velocity range of
1.2 to 5 m/s and a subcooling range of about 20 to 110 K. Using
a very small (0.25 mm32.0 mm) thin film heater in FC-72, Sa-
mant and Simon@12# also found that CHF increased with increas-
ing velocity for a velocity range of 2 to 17 m/s. In addition,
Kutateladze and Burakov observed that the subcooling effect was
more pronounced at higher velocities. Using a small rectangular
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surface (12.7 mm312.7 mm) in FC-72, Mudawar and Maddox
@14# observed an increase in CHF with both increased velocity
and subcooling and identified two distinct CHF regimes for low
and high velocities. The transition from low to high velocity was
characterized by an increase in the rate of CHF enhancement with
velocity. This trend has also been observed by McGillis et al.@15#,
Willingham and Mudawar@8#, and Tso et al.@10#.

From pool boiling research it has been found that the mi-
croporous coating provides significant enhancement throughout
the nucleate boiling curve~Chang and You@16,17#!, however, its
enhancement ability under flow boiling has not yet been deter-
mined. Therefore, the objective of the present research is to study
the effects of fluid velocity and subcooling on the heat transfer
performance from a microporous enhanced surface. The heat
transfer performance from a highly polished plain surface is used
as a reference. More specifically, two 1-cm2 (10 mm310 mm) flat
copper test surfaces~plain and microporous! simulating small mi-
croelectronic devices were flush-mounted in the bottom of a
12.7 mm312.7 mm square, horizontal flow channel. To study the
effect of fluid velocity, three different velocities~0.5, 2, and 4 m/s!
were tested in addition to reference pool boiling tests for each test
surface. Fluid subcooling levels of 4, 10, and 20 K were also
tested. All testing was performed in pure FC-72 at atmospheric
pressure.

Experimental Apparatus and Procedure

Test Facility. A schematic of the closed-loop flow boiling test
facility used for the present study is shown in Fig. 1. The degas-
sing tank allows for the removal of non-condensables during the
degassing process and serves as a fluid reservoir and pressure
regulator during testing. The condenser above the degassing tank
is used to prevent loss of test fluid during the degassing process.
The degassing bottles are used to visually ensure that all non-
condensables have been removed. From the degassing tank, the
fluid passes through a heat exchanger and then a fixed speed cen-
trifugal pump. The heat exchanger is used to cool the fluid and
prevent cavitation in the pump during the degassing process.
Since the pump operates at a fixed speed, a bypass loop is used to
control the flow rate. After passing through the pump and filter,
the fluid then passes through either a low or high flow rate range
turbine flowmeter. The fluid then passes through a pre-heater prior
to the test section for test section inlet temperature control. The
heat exchanger after the test section is used only during testing to
cool the fluid prior to entering the pump to prevent cavitation
~replaces the function of the heat exchanger located after the de-
gassing tank, which is used during degassing!. During the degas-
sing process, valve 4 is closed while valves 5 and 6 are open

~forcing all of the fluid to pass through the degassing tank!, how-
ever, during testing, valve 4 is opened and valve 6 is closed
~which bypasses the degassing tank and allows it to be used as a
reservoir and pressure regulator since valve 5 is left open!. Pres-
sure transducers and thermocouples are located at the pre-heater
inlet, test section inlet, heater location and exit, degassing tank,
and pump inlet as indicated in Fig. 1.

The test section in Fig. 1 is constructed of Lexan, which allows
for test heater visualization from both the side and top. The flow
channel has a 12.7 mm312.7 mm square cross section and is 552
mm long. Although only one heater is tested at a time, the test
section allows for the installation of two test heaters. The test
heaters are located 400 and 464 mm~31.5 and 36.5 hydraulic
diameters!from the test section inlet and are in the horizontal,
upward facing orientation. The fluid flow at the test heaters is
estimated to be fully developed turbulent flow for the present flow
rate range. The test heaters are secured in the test section with
clamps and are sealed using o-rings. To ensure proper inlet pres-
sure control, a pressure transducer was installed 47 mm upstream
of the first heater.

Test heater power is provided by a computer controllable DC
power supply. A shunt resistor connected in series with the test
heater and power supply, rated at 100 mV and 20 A, was used to
determine the current in the electric circuit. The measured voltage
drop across the test heater~along with the current measurement!
was used to calculate power applied to the test heater. A computer
controlled data acquisition system is used for test heater con-
trol as well as all temperature, pressure, voltage, and flowmeter
measurements.

Test Heater. The test heater design is shown in Fig. 2. The
heating element consists of thin tantalum and titanium nitride
films. The heating element was sputtered onto a 0.5 mm thick
oxidized silicon wafer along with copper for solder connections.
The total heating element electrical resistance was about 25V.
The heating element side of the wafer was soldered to copper tape
for the power lead connections while the other side of the wafer
was soldered to the copper test surface. The test surfaces were cut
from 1.5 mm thick solid copper plate with dimensions of 10 mm
310 mm. The test surfaces contain two thermocouple wells cen-
tered in the base surface and spaced 5 mm apart and 5 mm deep.
The test surface/heating element assembly was glued into a cylin-
drical Lexan frame using epoxy. The same epoxy was used to fill
the space around the test surface. The top of the test surface was
flush with the frame sidewalls. Copper wire power leads, whichFig. 1 Flow boiling test loop schematic

Fig. 2 Flow boiling test heater assembly
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were fed through holes in the bottom of the frame, were soldered
to the copper tape. The thermocouple wires were also fed through
holes in the frame bottom.

The surface condition of the plain test surface was highly pol-
ished~mirror finish!. The plain copper test surface was polished
using Brasso metal polish and a finger. After polishing, a small
amount of epoxy was applied around the perimeter of the heater
surface to prevent undesired edge nucleation sites. The plain sur-
face was cleaned with acetone prior to testing.

For the microporous coated heater, the coating used is the ABM
coating~shown in Fig. 3!introduced by Chang and You@17#. The
microporous coating technique was previously developed by
O’Connor and You @18#, further refined by Chang and You
@16,17#, and patented by You and O’Connor@19#. The coating is a
surface treatment technique used to increase vapor/gas entrapment
volume and active nucleation site density by forming a porous
structure of about 0.1–1mm size cavities that is approximately 50
mm thick. The ABM coating was named from the initial letters of
its three components: 1–20mm Aluminum particles/Devcon
Brushable Ceramic epoxy/Methyl-Ethyl-Keytone~M.E.K.!. The
mixture of the three components was drip-coated over the test
surface using a paintbrush. After the carrier~M.E.K.! evaporated,
the resulting coated layer consisted of microporous structures of
aluminum particles and epoxy. The microporous coating provides
no significant increase of the heat transfer surface area. Detailed
descriptions of the coating are provided by O’Connor and You
@18# and Chang and You@16,17#.

Test Procedure. In order to obtain accurate flow boiling test
data, a sound degassing and test procedure must be developed.
Some of the common pitfalls in flow boiling research from dis-
crete heat sources are~1! allowing premature edge nucleation to
skew the nucleate boiling curve and prevent the collection of ac-
curate incipience data,~2! not properly degassing the test fluid,
which can significantly alter the nucleate boiling curve~Collier
@20#!, and~3! not maintaining constant pressure at the test section
inlet ~maintaining constant test section outlet pressure causes sig-
nificant scatter in the test data due to changing inlet pressure from
the two-phase pressure drop!. The authors believe that all of these
potential problems have been successfully addressed with the
present test section/heater design and test procedure.

Prior to testing, the FC-72 test fluid was degassed. First, valves
5 and 6 are opened while valve 4 is closed to force all of the fluid
to pass through the degassing tank~Fig. 1!. The flow rate in the
loop is then set to about 14 liters/min by adjusting valve 3. After
the pump, the pre-heater heats the fluid to near saturation~satura-
tion conditions are not allowed in the pre-heater to prevent dryout,

which can cause FC-72 decomposition!. The pressure drop
through the line, test section, and heat exchanger~not in use dur-
ing degassing!produces saturated fluid conditions at the degassing
tank inlet. The fluid inside the degassing tank is maintained at
saturation with a cartridge heater. To prevent cavitation, the heat
exchanger at the degassing tank exit is used to slightly cool the
fluid before entering the pump. The condenser above the degas-
sing tank is used to prevent loss of test fluid during degassing. The
top of the condenser was attached to two degassing bottles~one is
empty while the other is filled with water and open to ambient!.
This degassing bottle arrangement allows for: viewing the escap-
ing air bubbles, maintaining atmospheric pressure in the degassing
tank, and preventing introduction of water into the test loop if the
loop pressure drops below atmospheric pressure. The test fluid is
considered completely degassed when no more air bubbles are
observed to exit the condenser. After reaching saturation condi-
tions in the degassing tank, the FC-72 test fluid is completely
degassed in approximately 2 hours.

Once degassing is complete, the test loop is closed off from
atmospheric pressure by closing valve 7~Fig. 1!. The degassing
tank is then bypassed by closing valve 6 and opening valve 4.
Valve 5 is left open to allow the degassing tank to be used as a
fluid reservoir and pressure regulator. The pressure at the test sec-
tion inlet is controlled by adjusting the cartridge heater power and
condenser cooling power. During testing, the heat exchanger at
the test section outlet is used to cool the fluid prior to entering the
pump to prevent cavitation while the pre-heater is used to set the
test section inlet temperature. Once the fluid velocity, pressure,
and temperature reached steady-state conditions, testing was
initiated.

The test heater heat flux was controlled by voltage input. After
each voltage change~heat-flux increment!, a 15-second delay was
imposed before initiating data acquisition. After the delay, the
computer repeatedly collected and averaged 125 base surface tem-
perature measurements over 15 seconds until the temperature dif-
ference between two consecutive averaged temperature measure-
ments for all thermocouples was less than 0.2 K. The test section
at this point was assumed to be at steady state. After reaching
steady state, heater surface and bulk fluid temperatures were mea-
sured and the heat flux was calculated. For heat flux values greater
than'80 percent of CHF, instantaneous surface temperature was
monitored for 45 s after each increment to prevent heater burnout.
Each instantaneous surface temperature measurement was com-
pared with the previous increment’s average surface temperature.
If a temperature difference larger than 20 K was detected, CHF
was assumed and the power shut off. The CHF value was com-
puted as the steady-state heat-flux value just prior to power supply
shutdown plus half of the increment.

Experimental Uncertainty. Single-sample uncertainties for
this study were estimated using the method of Kline and McClin-
tock @21#. Fluid velocity uncertainty was estimated as 5.4 percent
at 0.5 m/s and 2.1 percent at 2 and 4 m/s. Uncertainty in pressure
measurements was estimated as 2.0 percent. Heat flux measure-
ment uncertainty was estimated based upon the values of Rainey
and You @22#, whose test heater was of similar design to the
present one. Although Rainey and You tested in pool boiling, the
only difference between their setup and the present one is that in
the present study the heat transfer coefficients are generally higher
and the test heater substrate conduction loss is lower. Therefore,
basing the present uncertainties on Rainey and You’s values is
considered conservative. The heat flux uncertainty~taking into
account uncertainties in voltage, current, and area! for the present
test heater is estimated as 6.0 percent at both 20 and 60 W/cm2. In
addition, temperature measurement uncertainty~both loop and test
heater!was estimated considering thermocouple calibration error,
temperature correction for the embedded thermocouples, and ther-
mocouple resolution error. The uncertainty for temperature mea-
surement was60.4 K.

Fig. 3 SEM image of ABM microporous coating „top view…
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Results and Discussion
The present study is to understand the effects of fluid velocity

and subcooling on nucleate boiling and CHF for both plain and
microporous coated flat surfaces. The test surfaces are
1-cm2 (10 mm310 mm) copper blocks flush mounted in the bot-
tom of a rectangular, horizontally positioned flow channel. The
heating surfaces, one highly polished and one microporous coated,
are positioned in the horizontal, upward facing orientation and are
intended to simulate a small microelectronic device. The fluid
velocity and subcooling are varied from 0.5 to 2 m/s~Reynolds
numbers from 18,700 to 174,500! and 4 to 20 K, respectively. The
2 m/s and 4 m/s cases at 4 K subcooling were not included in the
reported results due to excessive inlet flow instability related to
cavitations. All testing is performed in pure FC-72 at atmospheric
pressure.

Pool Boiling Tests of Reference Surfaces.In order to qualify
the present test heater surfaces, pool boiling curves in saturated
FC-72 at atmospheric pressure were generated. Figure 4 illustrates
the plain and microporous coated surfaces’ pool boiling test re-
sults. For reference, the pool boiling tests were conducted in the
same facility and with the same procedures used by Rainey and
You @22#. The single-phase natural convection data of the present
heaters exhibited comparable heat transfer coefficients showing
negligible surface microstructure effects. Incipient superheat val-
ues ranged from 19 to 24 K for the plain surface and 4 to 8 K for
the microporous coated surface showing the superior nucleation
characteristics of the microporous coating. Throughout the nucle-
ate boiling regime, the microporous coated surface consistently
augmented heat transfer coefficients by more than 300 percent
when compared to those of the plain surface. This enhancement is
the result of the dramatically increased active nucleation site den-
sity caused by the surface microstructures provided by the mi-
croporous coating~O’Connor and You@18#!. The CHF values for
the plain surface ranged between 11.3 to 13.0 W/cm2 while the
microporous coated surface showed consistently enhanced CHF
values of 23.5 W/cm2. In addition, these results are comparable to
those reported by Chang and You@23# for their plain and mi-
croporous coated 1-cm2 surfaces of similar construction.

Plain Surface Flow Boiling Results. The flow boiling curves
of the plain surface are shown in Fig. 5 plotted versusDTbulk . The
single-phase, forced convection data clearly shows the effects of

fluid velocity as indicated by the dashed trend lines. Boiling gen-
erally spread over the entire surface of the heater at incipience,
however, there appeared to be a higher concentration of active
nucleation sites near the downstream edge indicating a slightly
higher wall temperature. This active nucleation site density pattern
appeared to be prevalent throughout the boiling curve. The incipi-
ent superheats for the plain surface boiling curves in Fig. 5 are
listed in Table 1. In addition, there appears to be no discernable
trend in incipient superheat with respect to either fluid velocity or
subcooling showing only the typical large scatter of a highly-
wetting fluid. This apparent insensitivity of incipience to inlet sub-
cooling and velocity is consistent with the R-113 tube flow boiling
results of Hino and Ueda@24# and the R-12 and R-114 tube flow
boiling results of Celata et al.@25#. However, both Samant and
Simon @12# and Heindel et al.@9# observed that incipience was
affected by inlet subcooling and velocity for small heaters in
FC-72 flow boiling. For a given fluid subcooling, the nucleate
boiling data in Fig. 5 appear to follow one line. This insensitivity
of the nucleate boiling heat transfer coefficient to fluid velocity
shows that the nucleate boiling heat transfer mechanism com-
pletely dominates the heat transfer process for the range of fluid
conditions tested.

By plotting the boiling curve data versusDTbulk in Fig. 5, the
effect of fluid subcooling on nucleate boiling heat transfer appears
to be directly related to subcooling level. The data of Willingham
and Mudawar@8# and Gersey and Mudawar@26# show a similar
effect. There is also an interesting trend concerning the character-
istic bend in the boiling curve near CHF. As the fluid velocity
increases, the bend appears to diminish considerably. This may be
due to increased disruption of the larger, secondary vapor layer
above the surface causing instability in the vapor removal mecha-
nism near CHF.

Fig. 4 Reference pool boiling curves Fig. 5 Flow boiling curves of plain surface

Table 1 Flow boiling incipient superheats, K
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Detailed visual observations were made of the nucleate boiling
behavior for the 2 m/s, 10 K subcooling case. After incipience, the
nucleate boiling was characterized by very small bubbles depart-
ing and flowing parallel to the heater surface. Increasing the heat
flux appeared to cause the departing bubbles to merge, forming a
‘‘blanket’’ of thin streams that would merge with other streams. As
the heat flux approached CHF, the vapor removal was very chaotic
with large, wavy vapor streams. A high-speed video camera was
used to observe the CHF phenomena. For about one second prior
to CHF, it appeared that large portions of the surface~up to 75
percent!would alternately be covered with vapor and then rewet-
ted until, suddenly, the entire surface was covered with vapor.
Although video was taken at 600 frames/sec, the final blanketing
of the surface by the vapor was too fast to determine the initial
origin on the surface of the dryout.

Microporous Surface Flow Boiling Results. The flow boil-
ing curves of the microporous surface are shown in Fig. 6 plotted
versusDTbulk . The single-phase, forced convection data~indi-
cated by the dashed trend lines!of the microporous surface are
slightly worse than that of the plain surface data shown in Fig. 5
for all flow velocities tested, which appears to contradict the
single-phase natural convection data shown in Fig. 4. Since
O’Connor and You@18# estimated the effective thermal conduc-
tivity of the microporous coating layer to be very low~0.95
W/m•K!, the degradation in the single-phase forced convection of
the microporous surface is most likely due to the added conduc-
tive thermal resistance of the coating. This degradation effect was
probably not observed in the single-phase natural convection data
shown in Fig. 4 because the additional temperature drop from
conduction through the coating was estimated to be within the
experimental uncertainty for those low heat flux levels~much
lower than those for forced convection!. Similar to the plain sur-
face, boiling spread over the entire surface of the heater at incipi-
ence, however, there was a much greater number of active nucle-
ation sites than the plain surface and they appeared to be more
evenly distributed. The bubbles departing the surface formed a
relatively smooth layer of small discrete bubbles above the heater
surface. The incipient superheats for the microporous boiling
curves in Fig. 6 are listed in Table 1. From the table it can be seen
that the microporous surface maintains its superior nucleation
characteristics when moving from pool to flow boiling. At the
lower fluid velocities and subcoolings, the nucleate boiling heat
transfer coefficients of the microporous surface are still much bet-

ter than those of the plain surface, however, at higher velocities
and subcoolings, the reduction in slope of the microporous boiling
curves causes the enhancement to disappear. The reason for this
degradation in microporous surface performance is explained
later. As with the plain surface, the microporous nucleate boiling
data in Fig. 6 appear to follow one line for a given fluid subcool-
ing showing the same insensitivity of the nucleate boiling heat
transfer coefficient to fluid velocity. It is also interesting to note
that there is virtually no bending in the microporous boiling
curves near CHF as seen in the lower velocity plain surface data
in Fig. 5.

Visual observations of the 2 m/s, 10 K subcooling case showed
a slightly different boiling behavior for the microporous surface
compared to the plain surface. As previously mentioned, the de-
parting bubbles from the microporous surface formed a relatively
smooth bubble layer above the heater surface after incipience.
However, as the heat flux increased, the bubble layer remained
smooth and stable unlike the plain surface, changing only in its
thickness. About one second prior to CHF~using the high-speed
video camera!, the amount of vapor exiting the surface began to
pulse rapidly. Once CHF was reached, the pulsing stopped indi-
cating complete dryout of the heater surface.

Correlation of Flow Boiling Data. Figure 7 shows all of the
plain and microporous boiling curves plotted versusDTsat. The
single-phase forced convection data have been removed for clar-
ity. The most striking feature of this graph is how both surfaces’
nucleate boiling curves collapse to one line showing insensitivity
of the nucleate boiling heat transfer to both fluid velocity and
subcooling. The plain surface data are well correlated with the
following equation:

q955.39•DTsat
3.63. (1)

Equation~1! was found by fitting all of the nucleate boiling data
excluding the bending portions prior to CHF. The log-log slope of
3.63 from Eq.~1! is similar to that observed by Willingham and
Mudawar@8# ~slope'3.7! and Gersey and Mudawar@26# ~slope
'3.5!. Both of these references used 10 mm310 mm flat copper
heaters in FC-72 at atmospheric pressure.

As can be seen in Fig. 7, the plain surface saturated pool boiling
curve has a slope similar to the plain surface subcooled flow boil-
ing curves but is shifted significantly to the right. This suggests
that the boiling heat transfer performance is significantly affected
by either fluid velocity or subcooling or both somewhere in the

Fig. 6 Flow boiling curves of microporous surface Fig. 7 Correlation of nucleate boiling curves
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low velocity range between 0 to 0.5 m/s. Using a highly polished
thin gold film heater in R-113, Kirk et al.@11# found that increas-
ing fluid velocity from 0.041 to 0.325 m/s significantly shifted the
entire nucleate boiling curve to the left by about 5 K. Further,
Willingham and Mudawar@8# observed a negligible effect of fluid
subcooling~3 to 36 K! on the flow boiling heat transfer from a
vapor-blasted copper surface at a fluid velocity of 0.50 m/s in
FC-72. In contrast, both Heindel et al.@9# and Tso et al.@10#
found a significant effect of both subcooling and velocity at low
heat fluxes due to partial boiling conditions. Since the partial boil-
ing conditions described by Heindel et al. and Tso et al. were not
observed in the present study, the observations of Kirk et al. and
Willingham and Mudawar seem to suggest that the transition from
pool boiling to subcooled flow boiling seen in the present plain
surface data is primarily due to fluid velocity effects, however,
more testing in this velocity range is needed before any conclu-
sions can be made.

The microporous surface flow boiling data in Fig. 7 are well
correlated by the following equation:

q951.943104
•DTsat

1.02. (2)

The microporous surface boiling curves also show a transition in
heat transfer performance from pool boiling to flow boiling. From
Fig. 7, it appears that the transition of the microporous surfaces is
caused by fluid subcooling alone and is only significant in the
lower heat flux region of the boiling curves. The microporous
coating provides nucleate boiling enhancement by increasing the
number of active nucleation sites at low heat fluxes~O’Connor
and You @18#!. It is hypothesized that the increased number of
bubbles generated by the coating causes increased blockage to the
fluid rewetting the surface. Increased fluid subcooling would re-
duce the bubble sizes through condensation and thus decrease the
amount of blockage seen by the fluid allowing for more forced
convection heat transfer. As the heat flux~and velocity! is in-
creased, the effect of subcooling on the nucleate boiling heat
transfer disappears.

Compared to the plain surface data, the microporous surface
data in Fig. 7 have a much lower slope. In fact, above a heat flux
of about 50 W/cm2, the microporous coating actually provides
worse heat transfer performance than the plain surface. It is pos-
tulated that this is caused by the apparent conductive thermal re-
sistance of the microporous coating layer in the nucleate boiling
situation~coating plus fluid within cavities! previously mentioned.
To help explain this, the average surface heat transfer coefficients
of all the boiling curves from Fig. 7 are plotted versusDTsat in
Fig. 8. The heat transfer coefficients calculated from Eqs.~1! and
~2! are also plotted in Fig. 8. Very simply, the total thermal resis-
tance for the plain heater is dependent only on the thermal resis-
tance of flow boiling~latent heat and convection heat transfer!,
Rtot5Rboil , while the total thermal resistance for the microporous
heater is dependent on the thermal resistance of flow boiling plus
the thermal resistance of conduction for the thin microporous
coating layer,Rtot5Rboil1Rcond. SinceRcondmay be constant, this
places a lower limit onRtot for the microporous surface asRboil
becomes smaller at higher fluid velocities and subcoolings. Refer-
ring to Fig. 8, the nearly constanth-value ('23104 W/m2

•K) for
the microporous surface means thatRboil!Rcond. From this real-
ization, the effective thermal conductivity of the present~ABM!
microporous coating layer can be estimated fromRtot'Rcond as 1
W/m•K (coating thickness550mm), which compares well with
the values of 1.08 W/m•K estimated by O’Connor et al.@27# for
their DOM microporous coating and 0.95 W/m•K estimated by
O’Connor and You@18# for their silver flake microporous coating.
It should also be noted that both O’Connor et al. and O’Connor
and You compared pool boiling data of different coating thickness
to determine their thermal conductivities, which is different from
the present method. It is also interesting to observe that the maxi-
mum heat transfer coefficient seen in pool boiling on the mi-

croporous surface is also the maximum for subcooled flow boil-
ing. The previously discussed transitions from pool to flow boiling
for both surfaces can also be seen in Fig. 8.

Critical Heat Flux Behavior. The fluid velocity and subcool-
ing effects on CHF for the plain and microporous surfaces are
presented in Fig. 9 and Table 2. Both surfaces in Fig. 9 show
significant enhancement of CHF with both increased fluid velocity
and subcooling. The positive effect of fluid subcooling on CHF
has already been noted by many researchers~Mudawar and Mad-
dox @14# and Tso et al.@10#! and is due to a reduction, by con-
densation, in vapor covering the heater surface, which decreases
the resistance to the liquid rewetting the surface and delays CHF.
With respect to fluid velocity, the plain surface data show a
change in slope near 2 m/s similar to that observed by Mudawar
and Maddox@14#. Using Haramura and Katto’s@28# macrolayer
dryout model, Mudawar and Maddox explained that the low ve-
locity CHF was caused by dryout of the liquid sublayer beneath a
large continuous vapor blanket near the downstream edge of the

Fig. 8 Average nucleate boiling heat transfer coefficients

Fig. 9 Effect of velocity and subcooling on CHF
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heater. In the high velocity CHF regime, they observed that the
thin vapor layer covering the surface was broken into continuous
vapor blankets much smaller than the heater surface. This most
likely decreases the resistance to the fluid rewetting the liquid
sublayer, providing an additional enhancement to CHF and sub-
sequent increase in slope as seen in Fig. 9. The dashed line in Fig.
9 represents the transition line proposed by Mudawar and Maddox
to separate low and high velocity behavior. The microporous sur-
face CHF values show this behavior as well, but to a lesser
degree.

The lower slope of the microporous data compared to the plain
surface data in Fig. 9 shows reduction in CHF enhancement as
velocity increases similar to the reduction in nucleate boiling en-
hancement of the microporous surface previously discussed. Fig-
ure 10 shows the ratio of the microporous surface CHF data to the
plain surface CHF data versus fluid velocity atDTsub510 and 20
K. From Fig. 10 it can be seen that the microporous coating’s
effectiveness of enhancing CHF decreases linearly with increasing
fluid velocity. In addition, from Fig. 10, it can be seen that in-
creased subcooling causes a proportional increase in CHF, but the
rate of reduction in CHF enhancement of the microporous coating
with velocity appears to be the same.

Comparing the saturated pool boiling CHF values of the plain
and microporous surfaces in Fig. 4 to their corresponding CHF
values for the 0.5 m/s, 4 K subcooled flow boiling case in Table 2
reveals an interesting observation. The plain surface CHF in-
creased by 36 percent when moving from saturated pool boiling to
0.5 m/s, 4 K subcooled flow boiling while the microporous sur-
face CHF remained virtually unchanged. This suggests that the
microporous coating already provides a more dominant nucleate
boiling heat transfer mechanism, which requires higher fluid ve-
locities than the plain surface to provide further enhancement of
CHF.

Conclusions
To understand the effects of fluid velocity and subcooling on

nucleate boiling and CHF from a microporous enhanced surface,
two 1-cm2 (10 mm310 mm) copper test surfaces were flush-
mounted in the bottom of a rectangular, horizontally positioned
flow channel. The heating surfaces, one highly polished and one
microporous coated, are intended to simulate small microelec-
tronic devices. The fluid velocity and subcooling were varied from
0.5 to 2 m/s and 4 to 20 K, respectively. All testing was performed
in pure FC-72 at atmospheric pressure.

1 Both plain and microporous surfaces showed insensitivity to
fluid velocity and subcooling level within the subcooled flow boil-
ing ranges tested, which is in agreement with the prevailing trend
seen in the literature. The plain and microporous nucleate flow
boiling curves collapsed to one line and were well correlated by
Eqs.~1! and ~2!.

2 The plain surface nucleate boiling heat transfer performance
was significantly affected by fluid velocity and/or subcooling be-
tween 0 and 0.5 m/s and 0 to 4 K. The microporous surface was
significantly affected by fluid subcooling at low heat flux levels
for the lowest velocity tested~0.5 m/s!; however, the behavior
disappears with increased velocity and/or heat flux.

3 The log-log slope of the nucleate flow boiling curve for the
microporous surface was much lower than for the plain surface
and actually provided worse heat transfer performance than the
plain surface above a heat flux of about 50 W/cm2. This degrada-
tion in heat transfer performance of the microporous surface was
caused by the limiting effect of the thermal resistance of conduc-
tion for the microporous coating layer. Using the heat transfer
coefficient data, the effective thermal conductivity of the mi-
croporous coating in nucleate flow boiling was estimated as 1
W/m•K, which compares well with previously published estima-
tions using pool boiling data.

4 The CHF values of the plain surface, increased with increas-
ing fluid velocity and subcooling. The log-log slope of CHF ver-
sus fluid velocity significantly increased at about 2 m/s, which
supports the earlier observations of Mudawar and Maddox@14#
regarding low and high velocity CHF regimes. The microporous
surface showed similar behavior, although to a lesser degree.

5 Due to the already enhanced nucleate boiling characteristics
of the microporous coating, higher fluid velocities than for the
plain surface are required to provide additional enhancement of
nucleate boiling heat transfer. In addition, the enhancement of
CHF provided by the microporous coating over the plain surface
increases with increased fluid subcooling, however, compared to
the plain surface, the enhancement effectiveness of the coating
decreases linearly with increased velocity.
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Nomenclature

h 5 average heat transfer coefficient,@W/m2
•K#

q9 5 heat flux,@W/m2#
R 5 thermal resistance,@K/W#
T 5 temparature,@K#
U 5 fluid velocity, @m/s#

Greek Symbols

DTbulk 5 wall superheat,Tw2Tbulk , @K#
DTsat 5 wall superheat,Tw2Tsat, @K#
DTsub 5 inlet subcooling,Tsat2Tbulk , @K#

Fig. 10 Effect of velocity and subcooling on microporous
coating effectiveness

Table 2 Flow boiling CHF values, W Õcm2
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Subscripts

boil 5 flow boiling
bulk 5 bulk fluid entering test section
CHF 5 critical heat flux
cond 5 conduction

sat 5 saturated
tot 5 total
w 5 heater wall
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Condensate Retention Effects on
the Performance of Plain-Fin-and-
Tube Heat Exchangers: Retention
Data and Modeling
A study of condensate retention is presented for plain-fin-and-tube heat exchangers typi-
cal to those used in air-cooling applications. An experiment in which the retained mass of
air-side condensate was measured under dynamic conditions is described, and the results
are analyzed using conventional thermal-hydraulic measurements of j and f. With the
coupling between condensate retention and thermal performance established, a new
model for predicting the mass of retained condensate is described and compared to the
steady-state retention data. The model is successful in predicting retained condensate
under relatively restricted conditions. The promise of this new approach, and possible
refinements that will add engineering value are discussed.@DOI: 10.1115/1.1391276#

Keywords: Condensation, Convection, Dehumidification, Heat Transfer, Heat Exchang-
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Introduction
In many air-cooling applications, a heat exchanger is operated

below the dewpoint of the moist air it cools, and water condenses
onto the air-side surface. Once condensate forms on the heat trans-
fer surface, it accumulates until gravitational, capillary, or flow
forces remove it. Retained condensate can adversely affect heat
transfer and energy efficiency because it restricts the air flow and
occupies heat-transfer area. Furthermore, retained condensate af-
fects human comfort because it can blow off the heat exchanger
with the conditioned air creating an unwanted fog, and if it re-
mains on the surface it provides a medium for biological activity
that might cause odors or other problems. Therefore, it is impor-
tant to understand how condensate is retained on the heat-transfer
surface and how it affects the heat transfer and pressure-drop per-
formance of the heat exchanger.

Combined latent and sensible heat transfer in air-cooling appli-
cations has attracted the interest of many researchers; however,
the effects of condensate retention on heat transfer and pressure
drop are not clearly understood. While it is generally accepted that
retained condensate causes an increase in the air-side pressure
drop, the extent of the increase appears to depend on the geometry
and surface condition as well as air flow rate—there may be cases
where retained condensate results in a reduced pressure drop.
Condensation has been shown to have a significant effect on sen-
sible heat transfer, but the direction and magnitude of this effect
depend on the particular heat exchanger geometry and operating
conditions.

Although many researchers have noted the impact of conden-
sate retention on heat exchanger performance and operation, few
studies have focused on characterizing the retained condensate
itself. The effects of surface wettability, geometry, and operating
condition on the amount, location, and shape of retained water
droplets are not understood. Furthermore, there is no general
model to predict the amount of water retained on a heat exchanger
in these applications. Understanding the nature of the retained
condensate is key to understanding its impact. The overall objec-
tive of this work is to explore retention effects and to describe a

new approach to model condensate retention in air-cooling appli-
cations. The presentation will begin with a review of the literature
and statement of the research goals, the experimental and model-
ing methods will be discussed, and model predictions will be
compared to new experimental data. Finally, weaknesses in the
model will be discussed and recommendations will be proposed
for further work.

Review of the Literature

Performance of Plain-Fin Heat Exchangers. Bettanini @1#
conducted experiments on simultaneous heat and mass transfer to
a vertical surface. He observed an increase in sensible heat trans-
fer under wet conditions for both the filmwise and dropwise con-
densation of water from a flowing moist air stream, with a greater
increase for dropwise condensation. A direct relationship was ob-
served between surface roughness and an increase in heat transfer.
Higher mass transfer rates resulted in larger enhancements in sen-
sible performance. Bettanini concluded the enhancements were
due to combined effects of surface roughness and mass transfer.

An enhancement in heat transfer and an increased pressure drop
were reported by Guillory and McQuiston@2# for a parallel-plate
heat exchanger operating under wet conditions. These effects were
attributed to an increase in surface roughness associated with re-
tained condensate. In later work, McQuiston@3# found the friction
factor to be approximately 25 percent higher under condensing
conditions. Visual studies revealed dropwise condensation on the
test specimen, and a downward-flowing air stream did not appear
to affect the droplets for Reynolds numbers between 600 and 4000
based on hydraulic diameter. At low Reynolds numbers, McQuis-
ton claimed there was a significant time required for steady-state
droplet formation1. Tree and Helmer@4# conducted studies with a
very simple parallel-plate heat exchanger. An increase in pressure
drop and sensible heat transfer was measured under wet condi-
tions in the transitional and fully turbulent flow regimes.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 3,
2000; revision received April 2, 2001. Associate Editor: B. Chung.

1The steady-statecondition in droplet formation or condensate retention prevails
when the total mass of water on the heat exchanger surface is unchanging with time.
The rate of condensation equals the rate of condensate shedding at thissteady-state
retentioncondition. We will usedynamic retentionto mean the mass of condensate
on the heat exchanger as a function of time, which often asymptotically approaches
the steady-state retention.
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McQuiston @5,6# studied plain-fin heat exchangers with four
tube rows in a staggered-tube configuration. The heat exchangers
were identical, except for fin spacing, which took values of 1.8,
2.1, 2.5, 3.2, and 6.4 mm. Three different surface conditions were
tested for each heat exchanger: dry, wet with filmwise condensa-
tion, and wet with dropwise condensation. The dropwise mode
was obtained by cleaning the heat exchangers with perchloroeth-
ylene and the filmwise mode by boiling in household dishwashing
detergent and water. The mode of condensation was reported to be
stable throughout the experiments. McQuiston claimed the surface
type, and its condition, affected the transport processes. McQuis-
ton also stated that the mode of retained condensate has an impor-
tant effect on performance. Measured heat transfer rates were
typically higher for dropwise than for filmwise condensation. The
effect of condensate on the friction factor was more pronounced at
low Reynolds numbers. Although not discussed by McQuiston,
this effect may have been caused by increased condensate reten-
tion at low flow rates. As the air-side Reynolds number increased,
more condensate might be removed by the flow forces leading to
a lower steady-state value of retained condensate.

Eckels and Rabas@7# studied plain-fin-and-tube heat exchang-
ers with a fin spacing from approximately 2.0 to 3.2 mm. An
enhanced sensible heat transfer was observed under wet condi-
tions. An increase in pressure drop was observed under wet con-
ditions; however, this effect diminished at high Reynolds num-
bers, with trends similar to those observed by McQuiston@5,6#.
Using arguments similar to those of Bettanini, the results of Eck-
els and Rabas were explained as being caused by boundary-layer
suction associated with condensation. However, Kandlikar@8#
later challenged this explanation and convincingly showed that for
typical operating conditions the augmentation due to this effect
would be less than 0.5 percent of the dry case.

In a more recent paper, Wang et al.@9# report heat transfer and
pressure drop for nine plain-fin-and-tube heat exchangers under
wet conditions. They studied the effects of fin spacing, the number
of tube rows, and inlet air condition. Their findings indicate that
the sensiblej factor and wet-surfacef factor do not depend on
inlet air humidity. Under wet conditions, the friction factor in-
creased markedly over the dry-surface result. At low Reynolds
numbers, the sensiblej factor decreased, and a small enhancement
was observed at high Reynolds numbers~greater than about
2000!. Finally, with respect to wet, plain-fin heat exchanger per-
formance, other recent experimental work has been reported@10#,
and work on calculating the efficiency of wet fins has been re-
ported@11–14#.

Other Fin Geometries. In addition to the plain-fin studies
discussed above, several other configurations have been studied.
The effect of condensation on the heat exchanger performance of
complex fins remains unclear. Mirth and Ramadhyani@15,16#
studied wavy-fin heat exchangers and developed design correla-
tions for wet heat exchanger performance. They found the effects
of condensation on sensible heat transfer performance to be incon-
clusive; in other words, comparing wet to dry heat transfer coef-
ficients, the wet-surface values were sometimes higher and some-
times lower than the corresponding dry-surface values with no
clear trends.

Hu et al. @17# used simulated droplets on the fin surface and
naphthalene sublimation experiments to characterize effects of re-
tained condensate on heat transfer on circular fins. They observed
an increase in sensible heat transfer of up to 30 percent over the
smooth-surface result. Small horseshoe vortices associated with
the simulated droplets significantly influenced local sublimation
rates. The basis for the size and location of the simulated droplets
was not described in detail or justified. Recently, further work on
wet circular fins has been reported by Jang et al.@18#; they found
the sensiblej factor to increase 20 percent andf to increase 15
percent over the dry-surface values.

Fu et al.@19# studied louver-fin-and-tube heat exchangers under
wet conditions. The sensible heat transfer was reported to de-

crease as the inlet air relative humidity increased. The friction
factor decreased as the inlet air relative humidity increased. The
heat transfer coefficients decreased and the friction factor in-
creased as the fin spacing decreased. At Reynolds numbers high
enough to blow condensate off the heat exchanger—at air-side
Reynolds numbers between 1000 and 3000 based on collar
diameter—the heat transfer and pressure drop became less sensi-
tive to fin spacing. Wang and Chang@20# recently reported similar
results.

Hong@21# studied the effects of hydrophilic surface coatings on
wavy, lanced, and louver fins. Under wet-surface conditions, the
heat transfer coefficient decreased, and the coating had little ef-
fect. However, the coating significantly decreased the ratio of wet-
to-dry-surface pressure drop. Unfortunately, contact-angle mea-
surements indicated that after the first 1000 wet-dry cycles, the
coated and uncoated surfaces had approximately the same wetting
characteristics. The contact angle data reported by Hong were
obtained using a sessile-drop method with a consistent procedure;
unfortunately, advancing and receding contact angles were not
reported2.

Modeling Retained Condensate. With respect to modeling
condensate retention in air-cooling applications, very little work
has been reported. Loosely related work has been reported for
modeling condensate film drainage during the condensation of a
pure vapor without vapor shear~see@22–24#!, but there is little
hope of generalizing these models for the air-cooling applications
of interest. Jacobi and Goldschmidt@25# considered an air-cooling
application and presented a simple model of condensate retained
as ‘‘bridges’’ between adjacent fins. The model was qualitatively
successful in explaining the crossover between a degradation and
enhancement in sensible heat transfer coefficient observed in their
data and the data of others.

Closure and Objectives. In general, plain-fin sensible heat
transfer is reduced under wet conditions at low Re but is increased
at high Re. The wet-surface behavior of interrupted fins is differ-
ent, and for louvered fins thej factor decreases under wet condi-
tions over a wide Re range. These findings can be explained con-
sidering the effects of retained condensate. On plain fins at low
Re, retained condensate bridges the inter-fin gap, occupies heat
transfer area and fouls the surface. For a high Re or large fin
spacing, retained condensate does not bridge the inter-fin gap but
is retained as droplets that increase heat transfer. In the louver-fin
geometry, condensate blocks the inter-louver gap, spoiling the
flow-directing ability of the louvers and reducing heat transfer.
Clearly, the mode, quantity, and location of retained condensate
affect heat transfer and pressure drop. Understanding the nature of
the retained condensate is key to understanding its impact. Unfor-
tunately, little work has been undertaken to quantify the nature of
retained condensate. Modeling efforts are scant and insufficient
for the applications of interest. There are no reports in the open
literature quantifying retained condensate in air-cooling
applications.

The specific objectives of this study are to quantify the conden-
sate retained on plain-fin-and-tube heat exchangers, to develop
and validate a general condensate retention model, and to provide
heat-transfer and pressure-drop performance data. These objec-
tives are pursued through experiments that include dynamic and
steady-state measurements of retained condensate. The retention
experiments appear to be the first of their kind and provide new
insights into the dynamics of water retention. The effects of Re,
fin spacing, and surface condition are studied. Observed droplet
size distributions and a balance between gravity, surface tension,
and flow forces form the basis of the retention model. Air-side
heat transfer and pressure drop data are interpreted using conven-
tional methods and are compared to data from the literature.

2Note that advancing and receding contact angle data quantify the qualitative
description ofwettability. Morewettablesurfaces, or those withincreased wettabil-
ity, have smaller contact angles.
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Methods

Experimental Apparatus and Instrumentation. The closed-
loop wind tunnel used in these experiments is shown in Fig. 1.
The airflow was conditioned with resistance heaters~3 kW! and a
computer-controlled steam injection system providing up to about
0.2 kg/min. The air flow was drawn from the inlet plenum,
through honeycomb flow straighteners, screens, and a 9:1 area
contraction into the test section at rates up to about 9 m3/min. The
design of the wind tunnel is detailed elsewhere@26#.

The test section shown in Fig. 2 allows flow and thermal mea-
surements upstream and downstream of the heat exchanger and
visual access to the specimen; furthermore, it provides the ability
to measure the mass of condensate retained on the heat exchanger
during an experiment. Using a constant-temperature anemometer,
21 measurements of air velocity were obtained on an equally
spaced grid~measured to within61 percent at each point! at the
heat exchanger face. The air temperature at the heat exchanger
inlet was measured using a six-junction, equally spaced thermo-
couple grid~60.3°C!, and a twelve-junction grid was used at the
heat exchanger outlet~60.5°C!. Each thermocouple was cali-
brated against a NIST-traceable mercury-in-glass thermometer.
The dewpoint upstream and downstream of the exchanger was
measured using conventional chilled-mirror hygrometers, with air
drawn from the tunnel, through a sampling tube, and returned to
the tunnel. The uncertainty in dewpoint was estimated to be less
than 60.2°C. Pressure drop across the heat exchanger was mea-
sured with static pressure taps connected to an electronic manom-
eter ~60.02 mm wc!. It should be noted that the flow-area
changed by about 5 percent at most at the exchanger entrance or
exit, and entrance and exit losses are expected to be negligible.

As shown in Fig. 2, the test section consisted of an inner frame
mounted to an outer shell using high-precision linear bearings.
The inner frame included a second flow contraction~4:1!, de-
signed using techniques developed by Morel@27#. The inner
frame supported the heat exchanger, and the assembly was sus-
pended on load cells using a cable, pulley and counterweight sys-
tem. Load cell precision was negligible in comparison to other
uncertainties in dynamic condensate retention~discussed later!.
During an experiment, the test section was well insulated, but the
insulation was removable to provide visual access. At the end of
an experiment, the specimen could be quickly removed with aspecial tray to catch condensate. The tray was constructed so that

it could be slid into place under the heat exchanger at the end of a
test and withdrawn with the heat exchanger, catching any conden-
sate that shook free during heat exchanger removal; thus, all re-
tained condensate was captured for weighing. Retained conden-
sate could be weighed using an electronic balance~60.1 g!at the
conclusion of an experiment.

During an experiment, the heat exchanger was supplied with a
single-phase mixture of ethylene glycol and water as a coolant.
The coolant temperature was controlled by a chiller system and
circulated at tube-side flow rates up to about 0.15 kg/s. Coolant-
side temperatures were measured using type-T thermocouples
~60.5°C!. The thermocouples were installed in well-insulated sec-
tions of pipe, approximately 2 m upstream and downstream of the
heat exchanger—this design provided good thermal mixing. The
test heat exchanger was connected to the chiller supply and return
pipes using flexible tubing that was insulated with about 10 mm of
foam. An oscillating-piston flow meter was used to measure the
coolant flow rate~60.5 percent!. The coolant properties and
chiller-loop design are discussed in detail elsewhere@26#.

Conventional contact-angle goniometry was used to obtain
measurements of the advancing and receding contact angles,uA
anduR respectively. This approach provides a more complete de-
scription than a simple sessile-drop measurement. As noted by
Chappuis@28#, the contact angle obtained by placing a sessile
drop on a surface will represent an equilibrium betweenuA anduR
and may range over several dozen degrees for engineering sur-
faces. Therefore, we used methods discussed by Johnson and
Dettre @29# to measureuA and uR . In particular, we fed and

Fig. 1 Wind tunnel for condensate retention experiments. The
flow is clockwise, moving from the axial blower to the flow
straightener, orifice plate, inlet plenum, flow conditioning, and
test section. Downstream of the test section, the temperature
and humidity are set using the strip heaters and stream injec-
tion.

Fig. 2 Heat exchanger test section. This design allows the
real-time „dynamic… measurement of retained condensate,
along with conventional thermal hydraulic measurements. At
the end of a test, the heat exchanger could be quickly with-
drawn for steady-state retention data after a tray was inserted
at the location shown in the schematic.
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drained droplets while viewing them through the microscopic ob-
jective, and we viewed drops on tilted surfaces. For all the contact
angle measurements reported, ultrapure, milliQ water was used.

Experimental Procedure, Scope, and Data Interpretation
A geometric description of the heat exchangers is provided in Fig.
3, with dimensional information provided in Table 1. Each heat
exchanger was constructed using collared fins and mechanically
expanded tubes to provide intimate thermal contact and eliminate
fin-to-tube contact resistance. The plain-fin-and-tube heat ex-
changers for which data are now presented were identical, except
that one hadf s53.18 mm, and the other hadf s56.35 mm. Heat

transfer, pressure drop, and dynamic retention data were recorded
during an experiment. The final~steady-state!mass of retained
condensate was measured by removing the heat exchanger from
the test section at the end of an experiment, placing it on the
balance, weighing it, drying it, and weighing it again. During
some experiments, the foam on the return bends was removed to
allow visual access to the fins~see Fig. 3!. The experimental pro-
gram spanned air-side face velocities from about 1 to 10 m/s, and
inlet coolant temperatures ranged from21 to 12°C. The inlet air
temperature was held between about 30 and 34°C, and the inlet
dewpoint was held at approximately 24°C for wet-surface experi-
ments. An experiment was initiated by bringing the airflow to the
desired velocity, temperature, and dewpoint, then suddenly start-
ing the coolant flow. At steady state, all conditions remained con-
stant within their experimental uncertainty. However, for a brief
period at the beginning of a transient test~a few minutes!, the inlet
dewpoint sometimes deviated from its set point by as much as
8°C, and the inlet dry-bulb temperature varied by as much as 1°C
from its set point. After this short period, the dewpoint and dry-
bulb temperatures were maintained within the experimental uncer-
tainty throughout the rest of the test~typically more than one
hour!.

The overall experimental program from which this paper is
drawn@26# included nine plain-fin-and-tube heat exchangers. Un-
fortunately, only limited data are available for the other seven heat
exchangers. Namely, steady-state retention data at a few operating
conditions, and air-side pressure drop were recorded for the other
specimens. The experimental and data reduction are somewhat
more complicated for these other test articles. Therefore, only data
for two heat exchangers over a wide range of conditions will be
presented.

Experiments designated as ‘‘dry’’ were conducted by setting the
inlet coolant temperature above the dewpoint to avoid condensa-
tion. The experimental conditions for the ‘‘wet’’ runs were deter-
mined so that the entire heat-transfer surface was below the dew-
point. That is, the calculated fin temperatures from the sector
method were everywhere below the local, mixing-cup dew-point
temperature, determined by accounting for upstream condensation
for the measured experimental conditions~see@26#!. Because the
apparatus allowed visual inspection of the heat exchanger during
testing, we were able to confirm that the entire surface was fully
wet ~i.e., showed condensation in some mode! during the wet-
surface experiments. This approach avoided wet-dry partitioning
in the data reduction. Furthermore, visual inspection during ex-
periments confirmed the expectation that there was no condensa-
tion on the adiabatic wind tunnel walls.

When dynamic condensate retention data were obtained, the
average load-cell output and other experimental conditions were
recorded at 45 second intervals throughout the experiment. Mea-
surements of the unsteady differential pressure across the heat
exchanger and frame assembly were recorded, and these data were
used to subtract the drag-force contribution from the load-cell
data. In this way, a transient measurement of retained condensate
mass was deduced—the time dependent mass of water on the
air-side surface. It should be noted that the force applied to the
heat exchanger by the flexible tubes during an experiment was
found to be negligible in dry runs~i.e., conducting an experiment
above the dew point would result in no measured effect from the
flexible tubes when tube-side flow rates changed!. A conventional
error-propagation analysis was used to estimate the uncertainty in
transient retention data. Due mainly to pressure-drop uncertainty,
the estimated errors in dynamic measurements of condensate mass
were as high as615 percent of the retained mass. At the end of an
experiment, the weight measurement confirmed the load cell data
to within this uncertainty. A detailed description of this procedure
and the uncertainty analysis is provided elsewhere@26#.

The measured temperature and flow-rate were used to deter-
mine the steady-state heat transfer coefficient in a method de-
scribed in detail by Korte and Jacobi@26#. In a fashion similar to

Fig. 3 Schematic showing the design of the test plain-fin-and-
tube heat exchangers; dimensions are provided in Table 1

Table 1 Heat exchanger dimensions
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Mirth and Ramadhyani@15#, the heat exchanger was discretized
on a tube-by-tube basis. However, in the current work the area
partitioning between tubes was established using iteratively calcu-
lated adiabats in the fin. The enthalpy potential method for simul-
taneous heat and mass transfer@30,31#was adopted for interpret-
ing the total and sensible heat transfer rates. The dry and wet-
surface fin efficiencies were determined using the sector method,
with thirty-two sectors per tube. This approach for calculating fin
efficiency was compared to the ARI method@31# and found to
differ by less than 5 percent for all the conditions now reported;
however, we believe the sector method is more accurate than the
‘‘equivalent circular area’’ recommended for plain fins in the ARI
standard. The coolant-side transfer coefficient was calculated us-
ing Gnielinski’s @32# correlation, which is valid for the coolant-
side Reynolds numbers of this study. Conduction resistance
through the tube wall was calculated assuming steady, one-
dimensional conduction, and the fin-tube contact resistance was
neglected because collared fins were used. With the coolant-side
and conduction resistance known, the heat transfer rate and en-
thalpy driving potential were used in an iterative approach to find
the air-side convection coefficient.

Wet surface partitioning, that is the determination of which por-
tions of the fin were wet and which were dry, was conducted by
comparing the local fin temperatures to the local dew point~the
dew point changes as the air flow passes through the heat ex-
changer!. However, for all the data now presented, the heat ex-
changer was either completely dry or completely wet, implying
that under wet conditions the fin temperature at the exit face of the
heat exchanger was below the exiting dew point.

The air-to-coolant energy balance was directly affected by the
coolant-side temperature uncertainty, and for a few data at high
coolant flow rates the energy error exceeded 10 percent; neverthe-
less, all energy balances were within the estimated uncertainties.
Because of the high coolant energy uncertainty at high flow rates,
each data set was analyzed prior to data reduction. If the coolant-
side uncertainty exceeded the air-side uncertainty, then air-side
data were used in the data reduction. Otherwise, the air-side and
coolant-side heat transfer rates were averaged for purposes of data
reduction.

Once the convection coefficient was determined, the following
standard relations were used to represent the data~Kays and Lon-
don @33#!:

j 5
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Modeling Condensate Retention. In order to develop a
model of the condensate mass retained on the heat exchanger
surface, we begin by considering only the droplets retained on the
fins—later we will discuss how this approach could be modified to
include inter-fin bridges and other condensate elements. The cur-
rent approach is based on an assumption that the fins are too far
apart for bridging to occur. Under this assumption,

M5rwE
AT

E
d
n~j!;~j!djdA. (4)

In Eq. ~4!, M is the total mass of retained condensate on the heat
exchanger,rw is the mass density of water,;~j! is the volume of
a droplet with diameterj, andn(j) is the number of droplets with
diameterj per unit area and per droplet diameter. The integration

is performed for all drop sizes over the entire surface area of the
heat exchanger (AT). The model is now pursued by developing
expressions forn(j) and ;~j!, and in the current version of the
model we will not distinguish between the tube and fin in devel-
oping these functions.

Consider the droplet shown in Fig. 4, where gravitational, flow,
and surface tension forces are indicated, along with a coordinate
system. Approximating the droplet as a truncated sphere with an
average contact angle given byū5(uA1uR)/2, its volume can be
found using a volume integral and expressed as follows~see@26#!:

;~d!5
pd3

24 S 223 cosū1cos3 ū

sin3 ū
D (5)

Graham@34# conducted detailed photographic studies of the
condensation of water on copper surfaces. In order to account for
differing physical mechanisms important at small and large scales,
he divided the distribution into two regimes and modeled them
with power-law fits to the data. We adopted the same approach for
our fins, using

DN~d!5B1d21.73 for 10 mm<d<0.2dmax, (6a)

and

DN~d!5B2d22.8 for 0.2dmax,d<dmax. (6b)

In Eq. ~6!, DN(d) is the number of droplets of diameterd
60.2d(mm) per cm2, anddmax is the largest droplet diameter on
the surface. We used the exponents determined by Graham but
regardB1 andB2 as constants to be determined for our surfaces.
Their values were calculated using digital analysis of the photo-
graph shown in Fig. 5; this image was recorded for a typical
specimen under typical conditions. Based on Graham’s micros-
copy, we assumed 82 percent of the area was occupied by droplets
larger than 10mm. On the basis of our digital image analysis,
droplets larger than 0.2dmax occupied 36 percent of the area. Us-
ing these area fractions, the image analysis, and Eq.~6!, the con-

Fig. 4 A schematic of a droplet on an inclined surface; the
gravitational force, F g, and drag force due to the air flow, F d,
are acting to remove the droplet, and the net surface tension
force, F s, acts to retain it
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stants were found to be3 B152.042(106) mm1.73/cm2 and B2

54.467(109) mm2.8/cm2. Equation~6! can be cast into the form
required for Eq.~4! by noting

n~d!5
DN

DdU
d

, (7)

and, withDd50.4d, Eq. ~6! becomes

n~d!55.104~106!d22.73 for 10 mm<d<0.2dmax, (8a)

and

n~d!51.117~1010!d23.8 for 0.2dmax,d<dmax. (8b)

Closure of the model has now been reduced to findingdmax.
One approach would be to determine the largest droplet size on a
surface from digital image analysis. Unfortunately, while image
analysis might describe the distribution of droplets smaller than
dmax without much loss of generality, using image analysis to
determinedmax would severely restrict generality: the maximum
droplet size,dmax, must certainly depend onuA , uR and the flow
conditions. In order to account for these effects in a more general
fashion, we calculate the maximum droplet size by performing a
force balance on the droplet shown in Fig. 4; thus,

Fg,x1Fd,x1Fs,x50. (9)

The x-component of the gravitational force is simply

Fg,x52rwg;~d!sina. (10)

In this version of the model, we considered only vertical surfaces
~a590 deg!. Because the surface integration of Eq.~4! included
the area of the tubes, the model treats condensate on the tubes as
though it were on the fins~no distinction in surface orientation is
considered!. We have developed the model in a general sense,
with a as a variable, to allow for refinements such as separately
accounting for fin and tube areas, and for modeling inclined heat
exchangers; however, in this paper we have not implemented such
refinements. For heat exchangers such as these, where the tube
area is small in comparison to the fin area, the first-order approach
of treating tube surface area like fin area is justified.

The flow forces are calculated using the results of Al-Hayes and
Winterton@35# for drag on bubbles on a submerged surface. Dur-
ing their experiments the contact angles varied from 22 to 90 deg,
and they foundCd51.22 for Red5raud/ma from 20 to 400. For
our experimental conditions with droplets, 50,Red,970, but we
usedCd51.22 for all cases—this extrapolation is justifiable since
the flow regime is not expected to change over this Red range.
Should new experiments or computations provide updated drag

coefficients for droplets on surfaces, that information could be
easily adopted in an improved model. Following Al-Hayes and
Winterton, the drag force on the droplet was then calculated using

Fd,x52Cdrau2Ap/2, (11a)

whereAp is the projected area,u is the local boundary-layer ve-
locity at the droplet half-height,hd/2, and

Ap5d2~ ū2cosū sin ū !/~4 sin2 ū ! (11b)

and

hd5d~12cosū !/~2 sinū !. (11c)

In a fashion consistent with Al-Hayes and Winterton,u was cal-
culated using a laminar~Blasius!boundary-layer profile evaluated
at a normal distance ofhd/2 and a streamwise location midway
through the heat exchanger (L f /2). In undertaking this calcula-
tion, flow development effects within the exchanger and edge ef-
fects due to the wind tunnel walls were neglected. The free stream
velocity was simply taken as equal to the maximum velocity in
the heat exchanger~velocity atAmin!, and the boundary layer pro-
file was taken as that of a flat-plate flow.

Finally, the surface tension force was determined by assuming a
linear variation4 in u, from uA to uR , and integrating around the
contact line

Fs,x5gdE
0

p

cos~p2F!cos~uA1~uR2uA!F/p!dF.

(12a)

The result is@26#
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Using Eqs.~10!–~12! with ~5!, the force balance of Eq.~9!
allows estimation of the maximum droplet size retained on the
surface with the following equation:

J2dmax
2 1J1u2dmax1J050 (13a)

where
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and
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1

sinuR2sin~uA1p!

uR2uA2p D .

(13d)

In Eq. ~13!, J0 , J1 , and J2 are constants for a particular
surface. The velocity,u, is evaluated from the Blasius profile as
discussed above; it is a function ofdmax. Equation ~13! was
solved using a Newton-Raphson method. It is useful to note that
the case with no air flow can be solved in closed form. The solu-
tion to this degenerate case was compared to the literature and
found to agree closely with estimates of the maximum size of a
two-dimensional droplet; i.e., a ‘‘speed bump’’~see@26#!.

The model is thus complete and can be implemented with the
above analysis. First, using measured contact-angle data and the
prescribed operating conditions,dmax is calculated with Eq.~13!.
The droplet drag coefficient is set toCd51.22, and the velocityu
is found by evaluating a boundary-layer velocity profile half way

3These values are of the same order as found by Graham and others for similar
systems, as summarized by Graham@34#.

4This linearization serves as an approximation in this first-order model. Refine-
ments to the linear variation ofu can be implemented as new data become available;
see Brown et al.@36# and Milinazzo and Shinbrot@37# for related work.

Fig. 5 This photograph shows a typical droplet distribution on
the plain-fin heat exchanger. This image was recorded at
steady state on a new surface, near the top of the exchanger
„between the first and second tube rows …. This image was used
to quantify the area coverage by droplets larger than 0.2 d max ,
which in turn was used to find the constants B 1 and B 2 , in Eq.
„5….

Journal of Heat Transfer OCTOBER 2001, Vol. 123 Õ 931

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



through the heat exchanger at a distancehd/2 from the fin~given
in Eq. 11!. Using the calculated value fordmax, the droplet distri-
bution functions are established: we propose Eq.~8! for untreated
aluminum fin stock, but new distributions could be obtained from
photography of any surface. Finally, with the droplet volume
function as given in Eq.~5!, the total mass of retained condensate
is calculated using

M5rwATE
j510 mm

0.2dmax

n~j!;~j!dj1rwATE
j50.2dmax

dmax

n~j!;~j!dj.

(14)

Results and Discussion
Conventionalj and f data will be presented first, followed by

dynamic and steady-state condensate retention results. Finally, a
comparison will be drawn between the measured retention data
and predictions from the new model. Through an error-
propagation analysis, Korte and Jacobi@26# found the 2-s uncer-
tainty in interpreted data to be less than 8 percent for ReD . It was
21.5 percent inf at low ReD and 6 percent inf at high ReD . The
2-s uncertainty inj was 10 percent at low ReD and 17 percent at
high ReD . The 2-s uncertainty in retention mass,M, was esti-
mated to be 15 percent under dynamic conditions and about 3
percent at steady state. The uncertainty in measuringM dynami-
cally was due to difficulties in subtracting flow drag from weight.

At steady state~using the balance!, the uncertainty was due to
small fluctuations associated with the discrete nature of shedding.

Air-Side Thermal Behavior. Air-side heat transfer and
pressure-drop results for wet and dry conditions, in the form of
sensiblej and f versus ReD , are presented in Fig. 6. The figure
suggests thatj increases by roughly 20 percent under wet-surface
conditions for f s56.35 mm but not forf s53.18 mm. These re-
sults are similar to those of McQuiston@5# who observed an in-
creasedj when the fin pitch was large (f s.3.18 mm) and a de-
crease if the fin pitch was small. Jacobi and Goldschmidt@25#
suggested McQuiston’s observation was caused by increased re-
tention at smallf s , and the ensuing increased ‘‘fouling’’ effect.
However, new retention data presented later in this section will
prove that M /AT for f s53.18 mm is lower than for f s
56.35 mm. Therefore, the simple ‘‘fouling’’ explanation is unten-
able. Further complicating the situation, thef factor for f s
56.35 mm is almost unaffected by condensation, butf for f s
53.18 mm is higher under wet conditions. Although the trends in
the results are clear, it should be noted that the differences be-
tween dry and wetj and f are almost within the experimental
uncertainty.

Wang et al.@9# proposed correlations for plain-fin wet heat ex-
changers with up to 6 rows. For the current 14-row exchangers,
their Nu predictions are 300 percent to 500 percent too high, and
their f predictions are about 200 percent too high~for f s
53.18 mm, the closest to their geometry!. The comparison is
made only for completeness, with the recognition that our geom-
etry differs from theirs, and it is not surprising that their correla-
tions do not predict our data. The discrepancy inj is clearly due to
tube-row effects. If one uses their 6-row predictions, the Nu-
predictions are 10 percent to 20 percent higher than the current
data~almost within the uncertainty!, but thef factor is still over
predicted by about 200 percent. Unfortunately, we found no cor-
relation in the literature for the current geometry with 14 tube
rows and, thus, we cannot provide a direct comparison of our
limited heat transfer and pressure-drop data to existing results.

Dynamic Condensate Retention Data. The heat exchangers
were initially dry, and during the experiments condensate accumu-
lated on the air-side surface, as shown in Figs. 7 and 8. The mass
of retained condensate,M, asymptotically approached a maximum
for these heat exchangers. Early in the test, condensate was de-
posited and retained on the surface, but as the droplets grew
through condensation and coalescence, gravitational and flow
forces eventually overcame surface-tension retaining forces. At
this point, ‘‘shedding’’ was initiated and condensate began to drain
from the heat exchanger. Finally, a steady condition was achieved
when the rate of deposition was balanced by shedding, without
oscillations in retained condensate. The importance of these re-
sults resides in the general trends and characteristics of transient
retention. The time required to achieve steady state,tss, is heat-
transfer-rate dependent—it takes less time to reachtss for a higher
condensation flux becausedmax can be established faster. There-
fore, tss must depend on temperature and relative humidity, and
the results in Figs. 7 and 8 are only representative in that sense.
The figures also suggest that as the velocity increased,tss de-
creased. This behavior is manifested because an increase in air
velocity causes a reduceddmax, allowing the steady-state droplet-
size distribution to be attained earlier. In view of the start-up
excursion in dewpoint discussed earlier, data from the first 150 or
so seconds were not used to draw conclusions. To our knowledge,
these dynamic retention data represent the first of their kind pre-
sented in the literature.

Steady-State Condensate Retention.The final value ofM
depends on the gravitational, flow, and surface-tension forces act-
ing on elements~droplets!of condensate on the heat-transfer sur-
face. These forces are not rate dependent unless the boundary-
layer suction of condensation affects frictional forces on the
droplets. Kandlikar’s@8# analysis clearly shows the suction effect

Fig. 6 Conventional sensible Colburn j factor and Darcy f fac-
tor as a function of Reynolds number based on collar diameter,
ReD , for the two test specimens under dry and wet-surface
conditions, with „a… f sÄ6.35 mm, and „b… f sÄ3.18 mm
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to be negligible under the current conditions. Therefore, we expect
M at steady-state will not depend on temperature or relative hu-
midity, except through their indirect effect on thermophysical
properties~e.g., surface tension!, or through modifications to the
droplet-size distribution functions~such effects will be discussed
later!.

The steady-state condensate retention results depend on fin
spacing, air flow rate, and surface wettability. Steady-state reten-
tion results are shown in Fig. 9. Interestingly, while the total re-
tained mass of condensate is larger for the exchanger with smaller
fin spacing, f s , the retention per unit heat transfer area was
smaller for a smallerf s . This finding seems to contradict the idea
that heat transfer is reduced through a simple fouling effect of the
retained condensate at smallf s . Certainly, more condensate is
retained when the fin spacing is small, but the retention per unit
area is smaller asf s decreases. Therefore, the physics of wet-
exchanger thermal performance must be more complex than the
simple ‘‘fouling’’ idea. It is clear that droplets enhance heat trans-
fer through their modification to the surface and thus the flow
@17#. We hypothesize that while droplets increase heat transfer,
inter-fin condensate bridging has a deleterious impact on heat
transfer and pressure drop. Large condensate bridges occupy heat
transfer area and create relatively large wake regions where the
heat transfer is low. The pressure drop associated with the forma-

tion of these large wakes is significantly higher than that associ-
ated with droplets. This explanation unifies the results presented
in Figs. 6 and 9. When the fin spacing is small, condensate is more
likely to bridge the inter-fin gap; therefore, condensate is more
likely to adversely affect heat transfer at a small fin spacing, even
if there is less condensate per unit area retained under those
conditions.

As to the physical mechanism responsible for a decrease in
condensate retained per unit of heat transfer area when the fin
spacing decreases, we offer a conjectural explanation related to
the condensate removal mechanisms. Earlier in this paper, we sug-
gested a simplified view that condensate is retained by surface
tension forces and removed by gravitational and flow forces for
the current geometry. These mechanisms probably dominate the
retention behavior whenf s is large; however, condensate can be
also removed when it is swept from the surface by condensate
running along the heat exchanger surface. When the fin spacing is
decreased, condensate running along a fin might sweep a droplet
from a neighboring fin. Thus, as the fin spacing decreases, com-
plex inter-fin interactions between retained condensate might be-
come important. We believe these inter-fin interactions are respon-
sible for the finding thatM /AT decreased with fin spacing. We do
not believe this finding will carry to arbitrarily smallf s .

The results shown in Fig. 9 clearly show that less condensate is
retained as the air-side Reynolds number increases. This finding is
intuitive, because the flow forces acting to remove condensate

Fig. 7 The mass of retained condensate on the f sÄ6.35 mm
plain-fin-and-tube heat exchanger, as a function of time. These
data were obtained for the approach conditions given in the
text, at a maximum velocity of „a… VmaxÄ2.2 mÕs, and „b… Vmax
Ä3.9 mÕs. The retained mass at the end of the test, as measured
by withdrawing and weighing the heat exchanger, is noted by
the tic on the right-hand border of the plot.

Fig. 8 The mass of retained condensate on the f sÄ3.18 mm
plain-fin-and-tube heat exchanger, as a function of time. These
data were obtained for the approach conditions given in the
text, at a maximum velocity of „a… VmaxÄ2.1 mÕs, and „b… Vmax
Ä5.6 mÕs. The retained mass at the end of the test, as measured
by withdrawing and weighing the heat exchanger, is noted by
the tic on the right-hand border of the plot.
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increase with the square of the velocity. Thus, as the velocity
increases,dmax decreases, leading to an overall decrease inM ~and
M /AT! for a particular heat exchanger. Some of the limited data
obtained for other heat exchangers@26# suggests this trend can
change with geometry and surface condition.

The scatter in Fig. 9 is larger than the experimental uncertainty.
The main contributor to this scatter is the unavoidable change in
wettability that occurred during heat-exchanger exposure to the
condensing environment. Early in the testing, contact angles on
the aluminum fin stack were relatively high, as given in Table 2.
These high contact angles were due to oil and other organic com-
pounds on the metal. During the course of the experiments, some
of these contaminants were removed and the contact angles were
reduced. These changes in contact angle occurred over a period of
about 100 hours of exposure in the wind tunnel, and the contact

angles after exposure are also provided in Table 2. These findings
are in close agreement with similar results on contact angle
changes reported by Hong@21#. The nature of the retained con-
densate was altered by these changes, and a photograph of the wet
fin after more than 100 hours of exposure is given in Fig. 10—a
comparison to Fig. 5 makes the changes clear.

Comparison to the Model. For known contact angles, air
velocity, and surface tension, Eq.~13! was solved for the maxi-
mum droplet size. The result was used with the droplet distribu-
tions presented in Eq.~8!, and the droplet volume presented in Eq.
~5!, to complete the integration of Eq.~14!. The resulting predic-
tions of retained condensate are compared to the measured data in
Fig. 11 for f s56.35 mm. In the figure, predictions are provided
for ū573 deg and forū558 deg; these contact angles represent
the measured conditions at the beginning and the end of the test-
ing program~as presented in Table 2!. The figure shows good
agreement between the model and the experimental results. At low
air velocities, the prediction is within the scatter of the data, but at
the highest velocity the prediction is about 20 percent higher than
the measurement. The model not only predicts the correct magni-
tude of the retained condensate, it predicts the correct trend with
air velocity, and the scatter in the data is roughly equivalent to the
predicted changes with wettability. It should be emphasized that
although changes in surface condition are likely to affect droplet-
size frequencies of Eq.~8!, the distribution functions were never
changed. Once, the constantsB1 and B2 were determined, they
were not adjusted. The changes in predicted retention are due to
changes in contact angle, and its effect on droplet volume and
dmax. Although this approach certainly does not capture the com-
plex physics of the droplet size distributions, it appears to provide
reasonable predictions.

The model is not successful in predicting retention data forf s
53.18 mm, where inter-fin effects may become important—the
model neglects such interactions. Although the current model suf-
fers from a limitation in this respect, its formulation provides
guidance as to the severity of this limitation. Namely, the neglect
of inter-fin interactions implies thatf s.2hd . The height of the
droplet can be estimated by calculating thedmax as outlined above,
and an explicit evaluation of the applicability of the model is
possible. For the current situation withf s53.18 mm, f s /(2hd)
;1, and the model is expected to break down. Although a smaller
f s suggests that flow development effects may be playing a role,

Fig. 9 The steady-state retention behavior as determined from
a weight measurement at the end of an experiment as a func-
tion of the maximum velocity „a… total retained mass of conden-
sate on the heat exchangers, and „b… retained mass per unit of
heat-transfer surface area

Fig. 10 This photograph shows a typical droplet distribution
on the plain-fin heat exchanger after more than 100 hours ex-
posure to condensing condition. This image was recorded un-
der the same conditions and at the same location as that
shown in Fig. 5.

Table 2 Contact angle data for test fins
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we believe the growth of boundary layers on the fins and wind
tunnel walls~edge effects!has a small impact on the model re-
sults: the entering velocity profile is nearly flat, and the velocity
used to calculate flow drag on a droplet is determined by using a
fictitious Blasius profile at the middle of the flow passage. This
approach—consistent with@35#—represents a compromise, be-
cause near the entrance the boundary layer is thinner and the
droplets see a higher velocity; whereas, the exiting profile is more
parabolic-like and the droplets see a lower velocity. For the pur-
pose of this first-order model, our approach is justified by the
apparent insensitivity of the results to velocity~Fig. 9!. However,
because the data appear to be more sensitive to velocity than the
model, we believe refinements to the drag model may help im-
prove overall veracity of its retention predictions.

This model relies on a number of simplifications in calculating
droplet size and distribution. We approximated droplets as spheri-
cal caps~with a fixed contact angle!to calculate their volume;
however, we assumed a linear variation of contact angle on a
circular contact line to calculate surface tension retaining force.
Although it may seem somewhat inconsistent, this approach is
justified to avoid complete calculations of each droplet shape;
such calculations are very complex and the added computational
burden would detract from the utility of this model~see recent
work @38#!. In view of the calculations by Brown et al.@36# and
Milinazzo and Shinbrot@37#, the assumed linear contact angle
variation is reasonable as a first-order approximation. In addition
to the geometrical simplifications of droplet shape, the version of
the model presented here does not account for liquid bridges on
the surface at all—all the water is assumed to be in the form of
droplets. The geometrical simplifications and droplet distribution
functions used in this model ultimately result in a model that
predicts the magnitude and trends of retention data within engi-
neering accuracy, with no artificial empirical adjustment. While
those predictions represent a success, the ultimate extension and
refinement of the model may require careful reconsideration of the
geometrical and size-distribution simplifications used in this first-
order model.

Summary and Conclusions
The condensate retained on plain-fin-and-tube heat exchangers

for air-cooling applications was studied, and a general condensate
retention model was developed and compared to experimental re-
sults. The retention experiments appear to be the first of their kind
and provide insights into the dynamics of retention. The effects of

Re, fin spacing, and surface condition have been reported, and
conventional methods have been used to provide air-side heat
transfer and pressure drop data.

The new model was successful in predicting the magnitude and
trends of condensate retention for plain-fin-and-tube heat ex-
changers with fin spacing much larger than the height of retained
droplets. The main shortcoming of the current model is in this
restriction, and its use of droplet size distribution data from one
location on a fin. Such an approach does not recognize the effects
of condensate sweeping on large fins and the potential effect of
heat flux on droplet-size distributions. The model also neglects
complex flow development and edge effects in the heat exchanger.
Nevertheless, the modeling approach has clear promise. Future
research into this modeling approach should address these prob-
lems. Furthermore, extensions of this plain-fin model to the com-
plex, interrupted-fin geometry often used in air-cooling is desired,
and future work should address that geometrical complexity. Ko-
rte and Jacobi@26# have proposed modifications to account for
inter-fin coupling, and work in this direction is continuing. Yin
and Jacobi@39# and Kim and Jacobi@40# have proposed modifi-
cations to include surface-interruption effects, which may allow
modeling of slit-fin or louvered-fin heat exchangers.

Another important extension to this approach is to consider heat
exchangers with a horizontal airflow, rather than the down-flow
configuration studied in this work. A vertical airflow is often used
in refrigeration systems, and this model can be applied to defrost
scenarios in such applications. However, in air-conditioning sys-
tems it is more common to use a horizontal air-flow configuration,
and adapting the model to that situation is straightforward. We
have experiments underway to measure retention with a horizontal
airflow.

In this research, a clear link between retained condensate and
thermal performance is established, and—for the first time—an
attempt to establish a link between the quantity and nature of the
retained condensate to its thermal effect has been provided with a
model of retention. Ultimately, wet-fin thermal performance mod-
eling should recognize and account for the coupling between con-
densate retention and thermal behavior. An approach that uses a
‘‘wet-surface multiplier’’ on conventionalj andf factors as a func-
tion of retained condensate, surface condition and geometry,
would provide a valuable engineering tool for treating this com-
plex problem.

Nomenclature

A 5 area
B1 , B2 5 empirically determined constants in droplet-

size distribution~see Eq. 6!
Cd 5 drag coefficient for droplet on a surface~see

Eq. 11!
D 5 outside tube~collar! diameter
d 5 diameter of water droplet~see Fig. 4!

E1 , E2 5 tube position relative to fin edge~see Fig. 3!
F 5 force on a liquid droplet~see Eq. 9!
f 5 Fanning friction factor~see Eq. 2!

f s 5 fin spacing~see Fig. 3!
Gmax 5 mass velocity,raumax

H f 5 fin height ~see Fig. 3!
g 5 gravitational acceleration
h 5 heat transfer coefficient

hd 5 projected height of droplet~see Fig. 4!
j 5 Colburn j factor, Nu/(Re Pr1/3)
k 5 thermal conductivity

L f 5 fin length ~see Fig. 3!
M 5 mass of retained condensate~liquid water!on

the heat-transfer surface
NuD 5 Nusselt number based on tube diameter,hD/ka

n 5 number density of droplets~number per unit
area, per diameter; see Eq. 8!

Pr 5 Prandtl number

Fig. 11 Measured and predicted condensate retention on the
plain-fin-and-tube heat exchanger with f sÄ6.35 mm. Predic-
tions for two mean contact angles are given. The uMÄ„u1
¿uR…Õ2Ä72.7 deg case represents the ‘‘new’’ surface condition
for this heat exchangers, and the uMÄ58.5 deg case represents
the surface condition after more than 100 hours exposure to
condensing conditions.
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ReD 5 Reynolds number based on tube diameter,
GmaxD/ma

Sl 5 longitudinal tube spacing~see Fig. 3!
St 5 transverse tube spacing~see Fig. 3!
u 5 air velocity

umax 5 air velocity measured at the minimum free-
flow area in heat exchanger

;(d) 5 volume of liquid in truncated-spherical droplet
~see Eq. 5!

Wd 5 width of heat exchanger, see Fig. 3

Greek Symbols

a 5 inclination angle of surface with respect to
horizontal

d 5 fin thickness
Dp 5 air-side pressure drop across heat exchanger

DN(d) 5 number of droplets of sized60.2d in mm, per
unit area in cm2 ~see Eq. 6!

u 5 contact angle at fin-droplet confluence
F 5 azimuth, droplet on surface~see Fig. 4!
g 5 surface tension
r 5 mass density
s 5 free-to-frontal area ratio,Amin /Afr

J0 , J1 , J2 5 constants in maximum-drop diameter model
~see Eq. 13!

Subscripts

1, 2 5 at the inlet or exit face of the heat exchanger,
respectively

A 5 advancing
a 5 of the air
d 5 drag due to fluid flow or denoting a property

of the droplet
f r 5 frontal ~at inlet cross-section of heat ex-

changer!
g 5 gravitational

max 5 maximum
p 5 projected into a plane perpendicular to the flow
R 5 receding
s 5 surface tension
T 5 total for heat transfer
w 5 of water ~as condensate!
x 5 in the x-direction, per Fig. 4

an overbar indicates an averaged quantity

References
@1# Bettanini, E., 1970, ‘‘Simultaneous Heat and Mass Transfer on a Vertical Sur-

face,’’ International Institute of Refrigeration Bulletin,70, pp. 309–317.
@2# Guillory, J. L., and McQuiston, F. C., 1973, ‘‘An Experimental Investigation of

Air Dehumidification in a Parallel Plate Heat Exchanger,’’ ASHRAE Trans.,
79, pp. 146–151.

@3# McQuiston, F. C., 1976, ‘‘Heat, Mass, and Momentum Transfer in a Parallel
Plate Dehumidifying Exchanger,’’ ASHRAE Trans.,84, pp. 266–293.

@4# Tree, D., and Helmer, W., 1976, ‘‘Flow in a Parallel Plate Heat Exchanger,’’
ASHRAE Trans.,82, pp. 289–299.

@5# McQuiston, F. C., 1978, ‘‘Heat, Mass, and Momentum Transfer Data for Five
Plate-Fin-Tube Heat Transfer Surfaces,’’ ASHRAE Trans.,84, pp. 266–293.

@6# McQuiston, F. C., 1978, ‘‘Correlation of Heat, Mass, and Momentum Trans-
port Coefficients for Plate-Fin-Tube Heat Transfer Surfaces with Staggered
Tubes,’’ ASHRAE Trans.,84, pp. 294–308.

@7# Eckels, P. W., and Rabas, T. J., 1987, ‘‘Dehumidification: On the Correlation of
Wet and Dry Transport Processes in Plate Finned-Tube Heat Exchangers,’’
ASME J. Heat Transfer,109, pp. 575–582.

@8# Kandlikar, S. G., 1990, ‘‘Thermal Design Theory for Compact Evaporators,’’
in Compact Heat Exchangers, Kraus et al., eds., Hemisphere Publishing
Corp., New York, NY, pp. 245–286.

@9# Wang, C. C., Hsieh, Y. C., and Lin, Y. T., 1997, ‘‘Performance of Plate Finned
Tube Heat Exchangers Under Dehumidifying Conditions,’’ ASME J. Heat
Transfer,119, pp. 109–117.

@10# Chuah, Y. K., Hung, C. C., and Tseng, P. C., 1998, ‘‘Experiments on Dehu-

midification Performance of a Finned Tube Heat Exchanger,’’ International
Journal of HVAC&R Research,4, pp. 167–178.

@11# Hong, T. K., and Webb, R. L., 1996, ‘‘Calculation of Fin Efficiency for Wet
and Dry Fins,’’ International Journal of HVAC&R Research,2, pp. 27–41.

@12# El-Din, M. M. S., 1998, ‘‘Performance Analysis of Partially Wet Fin Assem-
bly,’’ Appl. Therm. Eng.,18, pp. 337–349.

@13# Rosario, L., and Rahman, M. M., 1998, ‘‘Overall Efficiency of Radial Fin
Assembly Under Dehumidifying Conditions,’’ ASME J. Energy Resour. Tech-
nol., 120, pp. 299–304.

@14# Vardhan, A., and Dhar, P. L., 1998, ‘‘A New Procedure for Performance Pre-
diction of Air Conditioning Coils,’’ Int. J. Refrig.,21, pp. 77–83.

@15# Mirth, D. R., and Ramadhyani, S., 1993, ‘‘Prediction of Cooling-Coil Perfor-
mance under Condensing Conditions,’’ Int. J. Heat Fluid Flow,14, pp. 391–
400.

@16# Mirth, D. R., and Ramadhyani, S., 1994, ‘‘Correlations for Predicting the
Air-Side Nusselt Numbers and Friction Factors in Chilled-Water Cooling
Coils,’’ Exp. Heat Transfer,7, pp. 143–162.

@17# Hu, X., Zhang, L., and Jacobi, A. M., 1994, ‘‘Surface Irregularity Effects of
Droplets and Retained Condensate on Local Heat Transfer to Finned Tubes in
Cross-Flow,’’ ASHRAE Trans.,100, pp. 375–381.

@18# Jang, J. Y., Lai, J. T., Liu, L. C., 1998, ‘‘The Thermal-Hydraulic Characteris-
tics of Staggered Circular Finned-Tube Heat Exchangers Under Dry and De-
humidifying Conditions,’’ Int. J. Heat Mass Transf.,41, pp. 3321–3337.

@19# Fu, W. L., Wang, C. C., and Chang, C. T., 1995, ‘‘Effect of Anti-Corrosion
Coating on the Thermal Characteristics of a Louvered Finned Tube Heat Ex-
changer Under Dehumidifying Condition,’’Advances in Enhanced Heat/Mass
Transfer and Energy Efficiency, ASME HTD-Vol. 320/PID-Vol. 1, pp. 75–81.

@20# Wang, C. C., and Chang, C. T., 1998, ‘‘Heat and Mass Transfer for Plate
Fin-and-Tube Heat Exchangers, With and Without Hydrophilic Coating,’’ Int.
J. Heat Mass Transf.,41, pp. 3109–3120.

@21# Hong, K., 1996, ‘‘Fundamental Characteristics of Dehumidifying Heat Ex-
changers With and Without Wetting Coatings,’’ Ph.D. thesis, Pennsylvania
State University, PA.

@22# Rudy, T. M., and Webb, R. L., 1981, ‘‘Condensate Retention on Horizontal
Integral-Fin Tubing,’’ in ASME Advances in Enhanced Heat Transfer, Vol.
HTD-18, pp. 35–41.

@23# Rudy, T. M., and Webb, R. L., 1985, ‘‘An Analytical Model to Predict Con-
densate Retention on Horizontal Integral-Fin Tubes,’’ ASME J. Heat Transfer,
107, pp. 361–368.

@24# Webb, R. L., Rudy, T. M., and Kedzierski, M. A., 1985, ‘‘Prediction of the
Condensation Coefficient on Horizontal Integral-Fin Tubes,’’ ASME J. Heat
Transfer,107, pp. 369–376.

@25# Jacobi, A. M., and Goldschmidt, V. W., 1990, ‘‘Low Reynolds Number Heat
and Mass Transfer Measurements of an Overall Counterflow, Baffled, Finned-
Tube, Condensing Heat Exchanger,’’ Int. J. Heat Mass Transf.,33, pp. 755–
765.

@26# Korte, C. M., and Jacobi, A. M., 1997, ‘‘Condensate Retention and Shedding
Effects on Air-Side Heat Exchanger Performance,’’ TR-132, ACRC, University
of Illinois, Urbana.

@27# Morel, T., 1975, ‘‘Comprehensive Design of Axisymmetric Wind Tunnel Con-
tractions,’’ ASME J. Fluids Eng.,97, pp. 225–233.

@28# Chappuis, J., 1982, ‘‘Contact Angles,’’ inMultiphase Science and Technology,
Hewitt et al., eds.,1, Hemisphere Publishing Corporation, Washington, D.C.,
pp. 387–505.

@29# Johnson, R. E., Jr., and Dettre, R. H., 1969, ‘‘Wettability and Contact Angles,’’
in Surface and Colloid Science, E. Matijevic, ed.,2, Wiley-Interscience, New
York, NY, pp. 85–153.

@30# Ware, D. D., and Hacha, T. H., 1960, ‘‘Heat Transfer from Humid Air to Fin
and Tube Extended Surface Cooling Coils,’’ ASME Paper No. 60-HT-17.

@31# ARI, 1981, ‘‘Standard for Forced-Circulation Air-Cooling and Air-Heating
Coils,’’ ARI-410.

@32# Gnielinski, V., 1976, ‘‘New Equations for Heat and Mass Transfer in Turbulent
Pipe and Channel Flow,’’ Int. Chem. Eng.,16, pp. 359–368.

@33# Kays, W. M., and London, A. L., 1984,Compact Heat Exchangers, 3rd ed.,
McGraw-Hill, New York.

@34# Graham, C., 1969, ‘‘The Limiting Heat Transfer Mechanisms of Dropwise
Condensation,’’ Ph.D. thesis, Massachusetts Institute of Technology, MA.

@35# Al-Hayes, R. A. M., and Winterton, R. H. S., 1981, ‘‘Bubble Diameter on
Detachment in Flowing Liquids,’’ Int. J. Heat Mass Transf.,24, pp. 223–230.

@36# Dimitrakopoulos, P., 1996, ‘‘Computational Studies of Droplet Displacement
in Stokes Flow,’’ Ph.D. thesis, University of Illinois, Urbana, IL.

@37# Brown, R. A., Orr, Jr., F. M., and Scriven, L. E., 1980, ‘‘Static drop on an
inclined plate: Analysis by the Finite Element Method,’’ J. Colloid Interface
Sci., 73, pp. 76–87.

@38# Milinazzo, F., and Shinbrot, M., 1988, ‘‘A Numerical Study of a Drop on a
Vertical Wall,’’ J. Colloid Interface Sci.,121, pp. 254–264.

@39# Yin, J., and Jacobi, A. M., 1999, ‘‘Condensate Retention Effects on the Air-
Side Heat Transfer Performance of Plain and Wavy-Louvered Heat Exchang-
ers,’’ TR-158, ACRC, University of Illinois, Urbana.

@40# Kim, G., and Jacobi, A. M., 1999, ‘‘Condensate Accumulation Effects on the
Air-Side Performance of Slit-Fin Surfaces,’’ CR-26, ACRC, University of Il-
linois, Urbana.

936 Õ Vol. 123, OCTOBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Y. L. Hao1

Y.-X. Tao1

Department of Mechanical Engineering,
Tennessee State University,
Nashville, TN 37209-1561

Melting of a Solid Sphere Under
Forced and Mixed Convection:
Flow Characteristics
An experimental investigation on flow around a melting ice sphere in horizontally flowing
water is conducted. The flow field is measured quantitatively using the particle image
velocimetry (PIV) technique. The distributions of velocity, streamline, and z-component of
rotation vector around the ice sphere are obtained for different upstream velocities and
temperatures. General flow characteristics around the melting ice sphere and effects of
velocity and temperature are analyzed. The visualization of melting of a dyed ice sphere
is also conducted to investigate the motion of the melt, its mixing with mainstream, and
the separation of the boundary layer. Comparisons with the flow around a non-melting
ball are made to investigate the effect of melting on the flow boundary layer. The original
experimental results are published to serve as benchmark data for numerical model
development.@DOI: 10.1115/1.1389466#
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Introduction
Melting of solid particles has been studied extensively as it

relates to many engineering and environmental applications, such
as material processing, space applications, water resource and en-
ergy conversion and conservation. When solid objects are im-
mersed in a fluid with a temperature higher than the melting tem-
perature of the solid, they melt and produce molten material that
then mixes with the surrounding fluid. The solid particles experi-
ence not only size variation from their initial size but also changes
of their shape. This becomes more pronounced when the melting
occurs in a forced, convective flow. Due to the influence of phase-
change, the characteristics of momentum exchange and heat trans-
fer between two phases are remarkably different from those be-
tween two phases with no phase change. The difference lies
mainly in non-thermal-equilibrium mixing of melt with supply
fluid flow. The understanding of the flow characteristics around
the solid particle in the melting process, therefore, is very impor-
tant to develop a better dynamic model to predict the melting rate
in a process typical to engineering applications. These include the
melting of solid silicon for production of almost all silicon crys-
tals for microelectronics applications, the thawing of frozen foods,
the melting of hail in meteorology and icebergs in glaciology and
oceanography, and the melting of solid particles under various
gravity levels in space applications.

The previous studies of melting of solid particle in fluid mainly
focused on either the melting process of a sphere in a pool of
liquid ~Tkachev@1#, Schenk and Schenkels@2#, Vanier and Tien
@3#, Anselmo@4,5#, Mukherjee et al.@6#, Mcleod et al.@7#! or the
heat transfer characteristics between fluid and solid particle in a
flowing liquid ~Eskandari@8#, Eskandari et al.@9#, Aziz et al.@10#,
Hao and Tao@11–13#!. So far experimental investigations of flow
around a melting solid particle are limited to the qualitative visual
observations~Schenk and Schenkels@2#, Vanier and Tien@3#,
Mukherjee et al.@6#, Mcleod et al.@7#!. An accurate and complete
description of the phase interactions between fluid and melting
solid particles is not available at this time.

In reality, when melting of a particle or particles occurs in a

non-thermally equilibrium flow, the particle’s movements~trans-
lation and rotation!further complicates the interaction between
particles and fluid. In this study we focus on the relative transla-
tion interaction between a melting particle and a parallel flow with
the effect of mixed convection induced by the discharged melt.
For this purpose, we design an experimental configuration such
that an ice ball is constrained on a fixed base subject to a convec-
tive melting process in horizontally flowing water. The quantita-
tive and qualitative visual measurements are conducted using the
Particle Image Velocimetry~PIV! technique and color visual trace
method, in order to provide information of flow characteristics for
further theoretical modeling and numerical simulation. This paper
also serves as a base and preliminary study for further study on
the subject of heat transfer and phase interaction in liquid-solid,
two-phase flow with the phase change.

Experimental Setup and Procedure
The experimental setup is shown in Fig. 1. The test section is an

open channel and held horizontally. A MARCH TE-7R-MD pump
moves water from the reservoir and discharges it to the head tank,
from which the water flows into the channel. Water flows down-
stream in the channel past the sphere, which is mounted near the
middle of the channel, and is then routed back to the reservoir.
The discharge line has a gate valve and a John C. Ernst Co S100
flow meter to measure and control the flow rate of water. Water
temperature is controlled by a refrigerated circulator with a mea-
sured fluctuation of 0.1°C during a typical experiment.

The length, width, and height of the test section are 500 mm,
152 mm, and 216 mm, respectively, as shown in Fig. 2. A uniform
velocity at the inlet of the test section is attained by the use of a
flow straightener made of Duocel aluminum foam. An overflow
plate is placed at the downstream location to control the water
level. The water level can also be controlled using the gate placed
at the exit location, providing a certain degree of flexibility. A
water height of 130 mm can be achieved in the present study. The
test section and head tank are made of Plexiglas so that experi-
ments could be visualized and videotaped. Twelve thermocouples
are mounted at the inlet, test section, and outlet to measure the
water temperature at different locations along the flow direction. A
pair of thermocouples is placed in the center of the ice sphere to
measure its central temperature during the melting process. A
computer data acquisition system is used to record readings from
the thermocouples during a test.
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In the present study, the water flow field around a melting ice
sphere is measured quantitatively using a TSI cross-correlation
PIV system. The flow field is taken in alignment with the vertical
axial plane of the ice sphere parallel to the main flow direction.
The PIV system contains dual mini Nd:YAG lasers, LaserPulse
computer controlled synchronizer, PIVCAM 4–30 cross/auto cor-
relation CCD camera, and PC computer with high-speed camera
interface and TSI’s INSIGHT PIV software, as shown in Fig. 2.
The dual mini Nd:YAG lasers provide light pulses with energy of
12 mJ/pulse at a wavelength of 532 nm. The collimated laser
beam is transmitted through three cylindrical lenses of212.7,
225.4 and250 mm focal length to diverge the beam into a sheet.
A spherical lens of 500 mm focal length is used to control the
thickness of the lightsheet. The laser head is placed vertically

above the test section at a distance of 500 mm from the center of
ice sphere. The laser light sheets illuminate the plane of interest
within the flowing fluid. The fluid is seeded with tracer particles,
which are hollow glass beads of 8–12 micron meters in diameter
and 1050–1150 kg/m3 in density. The illuminated field is aligned
with the center plane of the ice sphere parallel to the main flow
direction. The CCD camera takes the images of the tracer particles
with the resolution of 7683 484 pixels and frame rate of 30
frames/s. A typical image is shown in Fig. 3.

The PIV system measures velocity by determining particle dis-
placement over time using a double-pulsed laser technique. Two-
frame cross-correlation method is employed in the present study.
The synchronizer controls the dual lasers through the computer
triggers and fires two laser pulse sequences at a given separation
time and a given frequency during the measurement. The laser
light sheets illuminate the plane of interest within the flowing
fluid, which is seeded with tracer particles. In the meantime, the
synchronizer triggers the CCD camera to take two image frames
of particles in the measured region of the plane with one laser
pulse on each frame. Frame 1 contains the image from the first
laser pulse, and frame 2 has the image from the second laser
pulse. The time between frame 1 and frame 2 is the same as that
between laser pulse 1 and laser pulse 2. The flow velocity is found
by measuring the distance the particle has traveled from frame 1

Fig. 1 Schematic of the test apparatus

Fig. 2 Test section and PIV system setup

Fig. 3 Typical instantaneous image of the measured flow field
at t *Ä0.3: VwÄ0.05 mÕs, TwÄ4°C, d 0Ä36 mm, Ti ,0ÄÀ15°C,
t totalÄ760 s.
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to frame 2. The digital data of both image frames is transferred
directly into the computer’s RAM by the camera’s high-speed
interface. TSI’s INSIGHT PIV software generates the entire ve-
locity profile in the measured flow field, based on the particle
displacement from two image frames. Complete separation of the
two images allows velocity to be measured without directional
ambiguity. The 2-frame cross-correlation can measure zero dis-
placements and reversing flows without image shifting, and has
specific advantages for the complex flow including uniform main
flow, low velocity flow in boundary layer, and reverse flow in the
wake as occurring in the present study. After thex and
y-components of velocity,u andv, are obtained, thez-component
of rotation vector,vz , can be calculated by (]v/]x2]u/]y)/2.

The limitation of using 2-frame cross-correlation is evident in
the effective image captures rate, or framing rate. The particle
must move less than one-fourth of the interrogation spot in the
time between the first and second laser pulses. The flow investi-
gated in the present study is of low velocity with the typical main-
stream velocity ranging from 0.01 to 0.1 m/s. Therefore we
choose 30 ms for the time between laser pulses and 30 Hz for the
frame rate. The distances that the particles move between the first
and second laser pulses are 1.5, 7.4, and 14.8 pixels inx-direction
and 1.3, 6.3, and 12.6 pixels iny-direction for the velocity of 0.01,
0.05, and 0.1 m/s, respectively. They are less than one-fourth of
the interrogation spot, which is 32 pixels for 0.01 and 0.05 m/s
and 64 pixels for 0.1 m/s. Based on Adrian’s method@14#, the
maximum uncertainty in the velocity measurements is estimated
as60.40 percent inx-direction and60.41 percent iny-direction
within the range of this study.

The maximum random error in thex andy-coordinates is60.29
percent, according to the calibration of the PIV system. Based on
the method of Kline and McClintock@15#, the maximum uncer-
tainty in thez-component of rotation vector,vz , is 60.70 percent.

Another source of error is the ability of tracer particles to fol-
low the fluid flow. The particle’s Stokes number gives an estimate
of the particle’s response to changes in the fluid motion. It can be
calculated as the ratio of the particle’s relaxation time to the char-
acteristic flow time,St5tp /t f . The details on the error analysis
method and equations can be found in Refs.@14,16#. In the present
study, the particle’s relaxation time is 7.663 1026 s. The charac-
teristic flow time is 3.6, 0.72, and 0.36 s for the main flow velocity
of 0.01, 0.05, and 0.1 m/s, respectively. The Stokes number is then
2.133 1026, 1.063 1025, and 2.133 1025 accordingly. It can
be concluded that the timescale for the particle to respond to fluid
motion change is much smaller than the fluid motion timescale
~less than 2.133 1023 percent!. Therefore, the particles closely
follow the changes in fluid motion.

The visual observations are also conducted in the present study
using a digital video camcorder recording the image of melting
process of dyed ice sphere, in order to investigate qualitatively the
characteristics of motion of melt, boundary layer separation, and
mixture of melt with mainstream.

The ice spheres are made by freezing tap water dyed with food
coloring for visual observations, or tap water dyed with food col-
oring and containing tracer particles for PIV measurements. If the
ice sphere made from clear tap water is used in the PIV measure-
ment, the ice sphere illuminated by the laser produces a very
bright area on the captured images. The strong optical noise sig-
nals cause the software to fail to process the images and to give
the correct velocity information near the ice sphere. The tracer
particles are added to the ice in order to generate tracer particles in
the wake and obtain good velocity information resulting from the
melt fluid. A thin plastic straw is sandwiched in the sphere to
allow the sphere be fixed on a base made of stainless steel. In this
study, the diameter of the ice sphere is 36 mm and the diameter of
the thin plastic straw is 2 mm. The depth of the straw’s insertion
into the sphere is about 18 mm. A pair of thermocouples is placed
at the center of the ice sphere through the plastic straw.

During a typical test, a steady open channel flow at the desired

flow rate and temperature is established by pumping water
through the refrigerated circulator and the adjusted opening of the
gate valve. The digital video camcorder and computer data acqui-
sition system are initialized to record video images and tempera-
tures. The ice sphere, fixed on the base by the thin plastic straw, is
then placed into the flowing water, and the test is begun. A circle
is drawn on the bottom of the test section to ensure that the ice
sphere with the base can be placed at the predetermined center
location relative to the laser sheet. The maximum allowable error
in the positioning the laser light sheet on the centerline through
the sphere is less than60.5 mm. The PIV system is activated to
record a set of images of measured flow field for every given time
interval, and the digital image files are saved on the hard disk
drive. When the remaining ice breaks away from the plastic straw
and drifts downstream, the test is ended. A set of images in se-
quence with specified time intervals during the melting process is
obtained for each case. Intervals of 10, 15, 20, or 30s are used in
the different cases. After the test is finished, the information of
flow field around ice particle at each measured time can be ob-
tained by using the INSIGHT software@17,18#.

For visualization observation, only the digital video camcorder
and the computer data acquisition system are used to record the
video images and the temperatures.

To test the repeatability of the experiments, a number of tests
are conducted under identical conditions. The qualitative results
agree reasonably well, and no detectable differences in main
quantitative results are found.

Results and Discussion
Upon immersion into flowing water with a temperature higher

than the phase change temperature~0°C!, the ice sphere begins to
melt. The water temperature close to the ice decreases due to heat
transfer between the water and ice. Low temperature melt de-
taches from the ice sphere’s downstream side and mixes with the
water. Density differences in water around the ice sphere, caused
by the temperature difference, strongly influence the flow pattern
of downstream water. For many results presented below, the water
temperature of 4°C is chosen to reduce the effect of density dif-
ference because that the water density reaches its maximum value
~10000.00 kg/m3! at 3.98°C and the difference of density in the
range of 0–4°C is very small~999.87 kg/m3 at 0°C!. For other
results, a high water temperature~30°C! is chosen for studying the
influence of natural convection.

Flow Field Around a Convectively Melting Ice Sphere.
The flow field of water at first is disturbed immediately after the
ice sphere attached to the base is suddenly placed in the water
flow. The stable water flow gradually resumes. The initial tran-
sient period lasts about 6 to 15 s under the conditions of the
present work. Figure 4 shows the results just after the initial tran-
sient period under the condition ofVw50.05 m/s,Tw54°C, Ti ,0
5215°C, d0536 mm, andRe051077 ~based on the initial di-
ameter,d0!. The time (t50) begins when the ice sphere is placed
in the water flow. In the figures,x stands for the horizontal coor-
dinate, andy is in the vertical direction from the bottom wall. The
flow direction of water is horizontal from left to right. It should be
noted that the laser light sheet cannot illuminate the shadow area
under the ice sphere, as shown in Fig. 3, so that flow field in the
shadow area cannot be measured by the PIV system. Again, all the
images are taken with the laser sheet aiming at the center plane of
the sphere that is parallel to the main flow direction~x-direction!.

The velocity vector distribution in Fig. 4~a! clearly shows the
direction and magnitude of the water velocity in the axial plane
around the ice sphere. The streamline, obtained based on the ve-
locity vector field, shown in Fig. 4~b!, illustrates the nature of the
velocity vector field and the visual profile of the water flow in the
field. The distribution ofvz is shown in Fig. 4~c!. The distribu-
tions of the velocity components in thex-direction ~main-
stream direction!and y-direction are shown in Fig. 4~d! and ~e!,
respectively.
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The results shown in Fig. 4 indicate that upstream, steady, uni-
form water flow changes direction in front of the ice sphere, by-
passes it and produces a wake behind it. Viscosity causes the
velocity to decrease in thex-direction and to increase in the
y-direction close to the surface of sphere. A boundary layer can be
seen over the upper surface of the melting sphere, as shown in
Fig. 4~d!and~e!. The influence of viscosity extends into the wake,
where the velocity on the edge of the wake is smaller than in the
mainstream, and negative velocity appears in the wake~Fig. 4~d!!.
Two opposite circulating cells are formed in the wake, as evi-
denced in Fig. 4~a!and~b!. The flow from upper and lower sides
meet together behind the circulating cells, causing a strong distur-
bance of flow and mixing of melt with mainstream flow there. The
viscous effect and mixing result in a rotational flow, and the value
of vz reaches the relatively large magnitude near the surface of
sphere and at the edge of wake. This phenomenon can be seen in
Fig. 4~c!. The distribution ofvz also indicates the approximate
range of the boundary layer. The liquid’s velocity gradually de-
creases in thex-direction and increases in they-direction while it

flows towards the sphere. A region of lower velocity is formed
surround the stagnation point, as shown in Fig. 4~d!, in which the
value of vz approaches zero. The magnitude ofvz ~negative
above the sphere and positive under the sphere! gradually in-
creases with the angular coordinate,u, of the sphere~the angle
equal to zero at the stagnation point! while the boundary forms
over the surface. The distribution ofvz indicates that there are
large velocity gradients and significant shear stresses in the
boundary layer and at the edge of wake, especially behind about
u5620 deg. The boundary finally separates at aboutu
5116 deg. At the separation point, the boundary layer’s thickness
reaches a maximum that equals nearly half of the sphere radius.
The circulation in the wake enhances the heat transfer between
water and ice surface, causing a higher local melting rate at the
rear surface than at the area near the separation point. The shape at
the rear becomes flat~Hao and Tao@13#!.

The dimensionless time, defined as the ratio of time to total
melting time,t* 5t/t total , is used to present temporal results in the

Fig. 4 Flow field results in the axial plane: t *Ä0.0079, VwÄ0.05 mÕs, TwÄ4°C, d 0Ä36 mm, Ti ,0ÄÀ15°C, Re0

Ä1077, Gr0Ä883, Gr0 ÕRe0
2Ä7.6 Ã 10À4, t totalÄ760 s: „a… velocity vector distribution; „b… streamline; „c…

z-component of rotation vector; „d… velocity component in x -direction; and „e… velocity component in
y -direction.
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present study. This consideration is based on the fact that the total
time period from the start to the time when the remaining ice
breaks away from the plastic straw is different under different test
conditions. The actual total time of the test is also listed in the
description of results to give the real time value of actual tests for
the quantitative comparison. Figure 4 shows the result at the time
(t* 50.0079) just after the flow field settles down from the dis-
turbance caused by placing the ice sphere with the basis in the
water flow. Figures 5, 6 and 7 show the velocity vector distribu-
tions, streamlines, andvz distributions in the axial plane at differ-
ent times,t* 50.3, 0.6, and 0.9, respectively. The other test con-

ditions are the same as that in Fig. 4. The flow characteristic
around the ice is changing while the ice sphere is melting. The
shape of ice gradually changes into a scallop shape because the
differences in flow pattern at different local positions causes a
difference in heat transfer between water and ice surface and melt-
ing rate. In turn, the flow pattern around the ice gradually changes,
along with changes in the curvature of the surface near the front of
ice and the maximum radius in the cross direction of water flow.
For the time period less thant* 50.3, the flow pattern remains
basically the same as we compare Fig. 5 with Fig. 4. The main
difference is that the separation point appears at the position of

Fig. 5 Flow field results in the axial plane: t *Ä0.3, Vw
Ä0.05 mÕs, TwÄ4°C, d 0Ä36 mm, Ti ,0ÄÀ15°C, Re0Ä1077,
Gr0Ä883, Gr0 ÕRe0

2Ä7.6 Ã 10À4, t totalÄ760 s: „a… velocity vector
distribution; „b… streamline; and „c… z-component of rotation
vector.

Fig. 6 Flow field results in the axial plane: t *Ä0.6, Vw
Ä0.05 mÕs, TwÄ4°C, d 0Ä36 mm, Ti ,0ÄÀ15°C, Re0Ä1077,
Gr0Ä883, Gr0 ÕRe0

2Ä7.6 Ã 10À4, t totalÄ760 s: „a… velocity vector
distribution; „b… streamline; and „c… z-component of rotation
vector.
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maximum radius in the traverse direction of water flow, and the
region of wake also increases. The surface contour behind the
location of the maximum radius experiences a sudden change,
caused by higher melting rate over the rear surface. As a result the
boundary layer cannot continue to develop, and flow separation
occurs. These differences are shown more clearly in the example
processes in Fig. 6 and Fig. 7.

The sequence of measured results in the convective melting
process of ice sphere in Fig. 4 to Fig. 7 indicates that the circula-
tion of cells in the wake is not steady. The circulating cells follow
a pattern of continuous generation, growth and breakup.

Effect of Mainstream Velocity. Figures 8, 9, and 10 show
the velocity vector distributions, streamlines, andvz distributions
of three cases att* 50.5. The three tests are all conducted under
the condition ofTw54°C, Ti ,05220°C, andd0536 mm. Water
velocities are at 0.01, 0.05, and 0.1 m/s~Re05215, 1077 and
2154!, respectively. The results indicate that the effect of main-
stream velocity is most significant compared to other variables
such as mainstream temperature. The influence of the presence of
the ice sphere on the mainstream flow field is within a relatively
small region at the low mainstream velocity of 0.01 m/s, as shown
in Fig. 8. There are two slow and opposite circulation cells near

Fig. 7 Flow field results in the axial plane: t *Ä0.9, Vw
Ä0.05 mÕs, TwÄ4°C, d 0Ä36 mm, Ti ,0ÄÀ15°C, Re0Ä1077,
Gr0Ä883, Gr0 ÕRe0

2Ä7.6 Ã 10À4, t totalÄ760 s: „a… velocity vector
distribution; „b… streamline; and „c… z-component of rotation
vector.

Fig. 8 Flow field results in the axial plane: t *Ä0.5, Vw
Ä0.01 mÕs, TwÄ4°C, d 0Ä36 mm, Ti ,0ÄÀ20°C, Re0Ä215,
Gr0Ä883, Gr0 ÕRe0

2Ä0.019, t totalÄ1614 s: „a… velocity vector
distribution; „b… streamline; and „c… z-component of rotation
vector.
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the ice in the wake. There is nearly no disturbance in the wake
region behind the circulation region. In the case with velocity of
0.05 m/s, the disturbance to the mainstream flow, caused by the
presence of the ice sphere, reaches the entire measured field, as
shown in Fig. 9. There are two opposite, relatively strong circu-
lating cells near the ice in the wake. There are no major distur-
bances in the wake region behind the circulation region. For the
relatively high velocity of 0.1 m/s, as shown in Fig. 10, there are
strong disturbances in the wake, in addition to the strong distur-
bance to the mainstream flow. The circulating cells are being
quickly generated, growing and breaking up in the wake. The

presence of two opposite, circulating cells in the wake is nearly
unobservable. It is obvious that there are strong disturbances and
mixing of melt with mainstream behind the circulation region in
this case.

Effect of Mainstream Temperature. Figures 11 and 12 show
the results of two cases att* 50.5. Both tests are conducted at
Tw530°C, Tl ,05220°C, andd0536 mm. The water velocities
are 0.01 and 0.05 m/s~Re05316 and 1579!, respectively. The two
tests under relatively high water temperature are conducted to
investigate the effect of free convection on the flow around the ice

Fig. 9 Flow field results in the axial plane: t *Ä0.5, Vw
Ä0.05 mÕs, TwÄ4°C, d 0Ä36 mm, Ti ,0ÄÀ20°C, Re0Ä1077,
Gr0Ä883, Gr0 ÕRe0

2Ä7.6 Ã 10À4, t totalÄ1009 s: „a… velocity vector
distribution; „b… streamline; and „c… z-component of rotation
vector.

Fig. 10 Flow field results in the axial plane: t *Ä0.5, Vw
Ä0.10 mÕs, TwÄ4°C, d 0Ä36 mm, Ti ,0ÄÀ20°C, Re0Ä2154,
Gr0Ä883, Gr0 ÕRe0

2Ä1.9 Ã 10À4, t totalÄ689 s: „a… velocity vector
distribution; „b… streamline; and „c… z-component of rotation
vector.
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sphere. The Grashof number based on the initial diameter is 6.8
3106 and the corresponding (Gr/Re2) for two cases are 68.1 and
2.73, respectively.

Figure 11 shows that free convection has an important effect on
wake flow in the case of 0.01 m/s. The liquid in the thermal
boundary layer is cold because of heat transfer to the ice. The
cooled water and melt from the ice have a higher density than that
of mainstream. The density difference causes the strong down-
ward flow in the region behind the ice sphere and the downward
extension of the wake. This phenomenon is a result of combined
advection of discharging melt and mixed convection of main-
stream fluid due to a temperature gradient. It can be seen that
circulating cells cannot be generated, and the upper separation
point moves towards the rear of ice sphere. The downward veloc-
ity component~oppositey-direction! in the wake reaches, and
even exceeds, the mainstream velocity of 0.01 m/s, as shown in
Fig. 11~e!. This flow feature causes heat transfer and melting of
the ice sphere, and its shape changes to be much different from
that under conditions with dominant forced convection, such as in

the cases shown in Fig. 4 to Fig. 10, where the initial Grashof
number is 883, and the initial (Gr/Re2) are 0.019, 7.631024 and
1.931024 for the mainstream velocity of 0.01, 0.05, and 0.1 m/s,
respectively.

Figure 12 shows the flow pattern around the convectively melt-
ing ice sphere under the typical combined~or mixed! effects of
free and forced convection. The downward flow in the wake is not
very strong in comparison with the mainstream flow. The down-
ward velocity component~oppositey-direction! in the wake is
smaller than the mainstream velocity of 0.05 m/s, shown in Fig.
12~e!. Again no circulating cell appears in the wake, and the upper
separation point moves towards the rear of ice sphere. The down-
ward extension of the wake is much smaller than that under the
condition of 0.01 m/s in Fig. 11.

Motion of the Melt. Visualization tests of convective melting
of the dyed ice sphere are conducted to observe the motion of melt
and its mixing patterns with the mainstream. The typical results at
t* 50.3 are shown in Fig. 13 and Fig. 14.

Fig. 11 Flow field results in the axial plane at a high water temperature: VwÄ0.01 mÕs, TwÄ30°C, d 0

Ä36 mm, Ti ,0ÄÀ20°C, Re0Ä316, Gr0Ä6.8 Ã 106, Gr0 ÕRe0
2Ä68.1, t *Ä0.5, t totalÄ229 s: „a… velocity vector

distribution; „b… streamline; „c… z-component of rotation vector; „d… velocity component in x -direction; and
„e… velocity component in y -direction.
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The three cases in Fig. 13 are all tested withTw54°C, Ti ,0
5220°C, andd0536 mm. The initial Grashof number of three
cases is 883. They are at a mainstream velocity of 0.01, 0.05, and
0.1 m/s ~Re05215, 1077 and 2154!, and an initial (Gr/Re2) of
0.019, 7.63 1024 and 1.93 1024, respectively. The dye yields a
very clear image of flow pattern of the melt as the sphere melts.
For these cases, the effect of free convection on the flow around
the ice sphere is hardly noticeable and can be neglected, as shown
in Fig. 13. The melt forms a thin layer over the upstream surface
of ice. The melt layer flows downstream as a thin boundary sheet
and then detaches from the sphere’s downstream side at the sepa-
ration point to go into the wake and mix with the mainstream. The
effect of mainstream velocity is clearly illustrated in these images.
The flow of melt at the low velocity of 0.01 m/s is quite steady
except in the region near the rear of ice sphere, as shown in Fig.
13~a!, where slow random motion is observed. The mixing pro-
cess of melt with mainstream occurs slowly and within a long
region behind the ice. The disturbance and mixing in the wake
goes stronger as the velocity increases, as shown in Figs. 13~b!

and ~c!. The mixing region in the wake becomes shorter, indicat-
ing that the mixing process strengthens and finishes quickly. The
boundary separation occurs earlier with increasing velocity. Fig-
ure 15 shows the variation of separation points with time in the
melting processes for different mainstream velocities. As men-
tioned above, water reaches its highest density~1000.00 kg/m3! at
3.98°C. The temperature of the melt increases from 0°C to the
mainstream temperature of 4°C while the melt is forming, detach-
ing from ice, and mixing with mainstream. The slight difference
in temperature between the melting fluid and mainstream flow
causes a slight asymmetry between flows above and under ice.
This also explains why the upper and lower separation points are
not absolutely symmetrical. The absolute angle of the lower sepa-
ration point is slightly greater than that of the upper separation
point, as shown in Fig. 15.

The three cases in Fig. 14 are all for a high upstream tempera-
ture with Tw530°C, Ti ,05220°C, andd0536 mm. The initial
Grashof number of the three cases is 6.83106. They are at the
water velocity of 0.01, 0.05, and 0.1 m/s~Re05316, 1579 and
3158!. Therefore, the initial (Gr/Re2) is higher at 68.1, 2.73 and

Fig. 12 Flow field results in the axial plane at a high water temperature: VwÄ0.05 mÕs, TwÄ30°C, d 0

Ä36 mm, Ti ,0ÄÀ20°C, Re0Ä1579, Gr0Ä6.8 Ã 106, Gr0 ÕRe0
2Ä2.73, t *Ä0.5, t totalÄ133 s: „a… velocity vector distri-

bution; „b… streamline; „c… z-component of rotation vector; „d… velocity component in x -direction; and „e…
velocity component in y -direction.
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0.682, respectively. The effect of free convection on the flow of
melt is clearly displayed in Fig. 14~a!, which shows that the
strong downward flow at the mainstream velocity of 0.01 m/s
causes the boundary layer to extend to the rear surface of ice
sphere. Figures 14~b!and~c! show that the effect of free convec-
tion on the melt flow gradually decreases while the mainstream
velocity increases. The resultant upper and lower separation points
are very asymmetrical, as shown in Fig. 16.

Effect of Melting on the Flow Boundary Layer. The com-
parison tests are conducted to investigate the effect of melting
process on the flow boundary layer over a sphere using an ice
sphere and a plastic sphere under the same control conditions. The
typical results are shown in Fig. 17 with melting and Fig. 18
without melting. Flow across a solid sphere starts to change the
direction near the stagnation point much earlier than the flow with
melting, as indicated in Fig. 17~a! and Fig. 18~a!. The gradual
change in flow direction near and within the boundary layer

causes the normal velocity gradient to increase until reaching a
uniform value before separation, as shown in Fig. 17~b! and Fig.
18~b!. The boundary layer forms after flow turns around the stag-
nation ~at aboutu520 deg with melting andu525 deg without
melting!. The velocity gradient increases further, causing a large
negative value ofvz to occur in the boundary layer, as shown in
Fig. 17~c! and Fig. 18~c!. The thickness of the boundary layer
without melting is relatively uniform before the separation. In the
melting case, the melt from ice discharges into the boundary layer,
causing thickening of the boundary layer, especially in the range
of u540 deg to 70 deg. This results in a relatively high melting
rate in that region@13#. The melt from ice can form and stabilize
the boundary layer pushing the separation point downstream. The
separation point can be seen at aboutu5116 deg in the case with
melting ~Fig. 17! and at aboutu5103 deg in the case without
melting ~Fig. 18!. The same test is repeated several times, and the
same results are obtained within the experimental accuracy in the

Fig. 13 Video images of melting dyed ice sphere at different
water velocities: TwÄ4°C, d 0Ä36 mm, Ti ,0ÄÀ20°C, Gr0Ä883,
t *Ä0.3: „a… VwÄ0.01 mÕs, Re0Ä215, Gr0 ÕRe0

2Ä0.019, t total

Ä1542 s; „b… VwÄ0.05 mÕs, Re0Ä1077, Gr0 ÕRe0
2Ä7.6 Ã 10À4,

t totalÄ816 s; and „c… VwÄ0.10 mÕs, Re0Ä2154, Gr0 ÕRe0
2Ä1.9

Ã 10À4, t totalÄ567 s

Fig. 14 Video images of melting, dyed ice sphere at different
water velocities and a high water temperature: TwÄ30°C, d 0
Ä36 mm, Ti ,0ÄÀ20°C, Gr0Ä6.8 Ã 106, t *Ä0.3: „a… Vw

Ä0.01 mÕs, Re0Ä316, Gr0 ÕRe0
2Ä68.1, t totalÄ209 s; „b… Vw

Ä0.05 mÕs, Re0Ä1579, Gr0 ÕRe0
2Ä2.73, t totalÄ141 s; and „c… Vw

Ä0.10 mÕs, Re0Ä3158, Gr0 ÕRe0
2Ä0.682, t totalÄ82 s
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present study. To interpret this comparison, the following hypoth-
esis is proposed. The melting, occurring at the bottom of the
boundary layer, tends to mobilize the original solid surface, which
effectively reduces the viscous effect, or reduces the vertical mo-
mentum exchange within the boundary layer as compared with a
similar case without melting. This would cause a delay in flow
separation. Melting also causes the solid surface to recede, result-
ing in thickening of the flow boundary layer before the separation
point. It should be noted that in the above quantitative discussion
about the comparison between melting and non-melting spheres,
the ice sphere is at a controlled initial temperature of215°C. The
trend and hypothesis should remain the same even though the
value of separation point may be different if the initial ice tem-
perature is different. As a quantitative benchmark result, Fig. 19
illustrates numerical values of velocity components inx and
y-directions along differentx lines for a typical case.

Conclusions
Water flow around a melting ice sphere subject to forced or

mixed convection is quantified with the aid of a PIV system. The
characterization of the entire flow field around the ice sphere is
achieved by both flow measurement and visualization of melting

of a dyed ice sphere. The motion of the melt and the mixing of the
melt with mainstream are analyzed qualitatively. Based on the
experimental results, the following conclusions can be drawn:

1 Within the scope of the present study, the flow pattern around
a melting ice sphere during the early melting period is typically
rotational, qualitatively similar to the flow around a non-melting,
isothermal solid with the formation and separation of flow bound-
ary layer. The main difference lies on the interaction of melt dis-
charge with mainstream flow. The melt advection and induced
thermal diffusion alter the boundary layer and adjacent flow field
quantitatively, especially during the later stage of melting.

2 The circulation in the wake enhances heat transfer between
water and ice surface at the rear position of sphere. Therefore, the
local melting rate increases, causing the shape at the rear to be-
come flat. In turn, the flow pattern around the ice particle is also
changed as a result of change in the curvature of the surface over
the front of ice and the maximum radius in the traverse direction
of mainstream flow. The separation of the flow boundary layer
occurs at the position where the maximum radius of the melting
particle aligns in the traverse direction of mainstream flow.

3 When the mainstream velocity increases, the influence of the

Fig. 15 Variation of flow separation locations with time at dif-
ferent upstream velocities in melting processes: TwÄ4°C, d 0
Ä36 mm, Ti ,0ÄÀ20°C, Gr0Ä883: „a… upper separation points;
and „b… lower separation points.

Fig. 16 Variation of flow separation locations with time at dif-
ferent upstream velocities in melting processes: TwÄ30°C, d 0
Ä36 mm, Ti ,0ÄÀ20°C, Gr0Ä6.8 Ã 106: „a… upper separation
points; and „b… lower separation points.
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ice sphere’s presence on the mainstream becomes stronger. The
resulting location of the boundary layer separation point moves
upstream under the present experimental conditions. The circula-
tion behind the ice becomes faster and the circulation region be-
comes bigger with the increase in the mainstream velocity. The
disturbance behind the circulation region and mixing of melt with
the mainstream in the wake are enhanced. The mixing region in
the wake becomes shorter.

4 The effect of free convection on the flow pattern around the
ice sphere increases as the parameter (Gr/Re2) increases. For the
range of experiments conducted, the free convection cannot be

considered negligible when Gr/Re2.0.682. The stronger free con-
vection is, the more rear surface of ice sphere the melting layer
covers, and the more downward the resulting wake moves. The
free convection decreases the strength of flow circulation in the
wake.

5 The flow across a non-melting solid sphere starts changing
the direction near the stagnation point much earlier than the flow
interacting with a melting sphere. The thickness of the boundary
layer around a non-melting sphere is relatively uniform before the
separation. The melt from the ice can thicken and stabilize the

Fig. 17 Flow field around a melting ice sphere in the axial
plane: t *Ä0.0079, VwÄ0.05 mÕs, TwÄ4°C, d 0Ä36 mm, Ti ,0

ÄÀ15°C, Re0Ä1077, Gr0Ä883, Gr0 ÕRe0
2Ä7.6 Ã 10À4, t total

Ä760 s: „a… velocity vector distribution; „b… streamline; and „c…
z-component of rotation vector.

Fig. 18 Flow field around a plastic sphere in the axial plane:
VwÄ0.05 mÕs, TwÄ4°C, d 0Ä36 mm, TiÄ4°C, Re0Ä1149, Gr0Ä0,
Gr0 ÕRe0

2Ä0: „a… velocity vector distribution; „b… streamline; and
„c… z-component of rotation vector.
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boundary layer, and can also delay its separation from the ice
surface as compared to the case of an isothermal, non-melting
sphere.
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Nomenclature

d 5 diameter, m
Gr 5 Grashof number
Re 5 Reynolds number
St 5 Stokes number
Ti 5 temperature of ice, °C
Tw 5 upstream temperature of water, °C

Fig. 19 Velocity components in x and y -direction along different x lines around a melting sphere: t *
Ä0.0079, VwÄ0.05 mÕs, TwÄ4°C, d 0Ä36 mm, Ti ,0ÄÀ15°C, Re0Ä1077, Gr0Ä883, Gr0 ÕRe0

2Ä7.6 Ã 10À4, t total
Ä760 s. „Broken lines indicate a projected result below the ice sphere where no PIV data are available. …: „a…
velocity component in x -direction; and „b… velocity component in y -direction.
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t 5 time, s
t total 5 total time, s

t* 5 dimensionless time,t/t total
u 5 velocity in x-direction, m/s
v 5 velocity in y-direction, m/s

Vw 5 upstream velocity of water, m/s
x, y 5 Cartesian coordinates, m

Greek

u 5 angular coordinate relative to stagnation point, degree
t f 5 characteristic time of fluid, s
tp 5 relaxation time of particle, s
vz 5 z-component of rotation vector, 1/s

Subscripts

0 5 initial
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Numerical Study on the Influence
of Radiative Properties in Porous
Media Combustion
The importance of radiation and of radiative properties (extinction coefficient, scattering
albedo and scattering phase function) in inert porous media combustion was numerically
assessed. The two-dimensional mass, momentum, solid and gas energy, and species con-
servation equations were solved. Emission, absorption and scattering by the porous media
were taken into consideration and theS6 approximation was used to solve the radiative
transfer equation. The temperature profiles are very sensitive to a perturbation in the
radiative coefficients, particularly when the scattering albedo is increased. When com-
pared to the isotropic scattering assumption, using zero, large diffuse spheres’, linear-
anisotropic and modified Henyey–Greenstein phase functions leads to an average tem-
perature difference no bigger than 7 percent. When radiation is neglected, the predicted
temperature profile is not in agreement with the available experimental values.
@DOI: 10.1115/1.1389059#
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Introduction
Porous burners are characterized by high efficiencies, high

power densities, large dynamic ranges and low NOx and CO emis-
sions, e.g.,@1,2#. Their porous matrixes can be made of several
materials: packed beds of spheres, reticulated porous ceramics,
metallic fibres, etc. However, reticulated porous ceramics have a
set of characteristics, which makes them particularly well suited
for application to this kind of burners. These materials have sev-
eral advantages over other forms of porous materials: good ther-
mal resistance, high surface area per unit volume and high poros-
ity, which leads to a smaller pressure drop.

Numerical design tools including combustion and heat transfer
models, and thermal properties of the reticulated porous ceramics
are needed for a rapid development of this technology. In this
context, the knowledge of the radiative properties~extinction co-
efficient, scattering albedo and scattering phase function! of re-
ticulated porous ceramics is required. The numerical prediction of
these properties is very difficult because of the complex reticu-
lated structure of the medium, which is itself poorly characterized.
Fundamental treatments of radiative interactions on a microscopic
scale through modeling of radiation absorption and reflection from
the struts and strut interception nodes of the solid portion of the
reticulated structure has not yet been attempted@1#.

Despite some works dedicated to the measurement of the radia-
tive properties having been reported, e.g.,@3,4#, the knowledge of
the radiative properties of reticulated porous ceramics is limited
and a good database is needed for the development and use of
mathematical models@4#. As a consequence, several models in-
volving the solution of the radiative transfer equation in high-
temperature ceramic foams used assumed radiative properties
and/or performed parametric studies. Common assumptions are
considering isotropic scattering, e.g.,@5–8#, or no scattering at all,
e.g.,@9,10#.

Yoshizawa et al.@9# stressed the relevance of the porous me-
dium absorption coefficient and total optical thickness in calculat-
ing the thermal structures~temperature profiles, radiant energy
density, etc.!and the position of the flame within the porous me-
dium for the one-layer porous burner studied. They showed that

an increase in the absorption coefficient resulted in a thickening of
the reaction zone and in a decrease in the maximum temperature
and burning velocity. They also showed that the burning velocity
and maximum temperature for a thicker medium were larger than
for a thinner medium. In his study, Baek@11# stated that, as the
absorption coefficient decreases, the maximum temperature in-
creases and the reaction front gets thinner and is displaced up-
stream. Sathe et al.@5# verified that the radiative characteristics of
the porous matrix had a considerable effect on flame speed and
stability. They showed that decreasing the scattering albedo
caused the temperatures in the preheat and reaction zones to in-
crease and that the peak temperature and flame speed had a maxi-
mum for a given optical thickness, i.e., they decreased as the
optical thickness was either decreased or increased. Hsu et al.’s
predictions@10# showed that the absorption coefficient had a sig-
nificant effect on the flame characteristics. For the one layer po-
rous burner studied, increasing the absorption coefficient, de-
creased the thickness of the preheating zone, which resulted in a
decrease in the peak flame temperature. Fu@12# verified that the
temperatures and the radiation efficiency of the porous radiant
burner studied had a small sensitivity to the extinction coefficient,
single scattering albedo and forward scattering fraction of the po-
rous solid, if the flame was stabilized in the flame support layer
and the opacity of this layer was sufficiently large. Lim@7# con-
cluded that the scattering albedo was the most affecting factor on
flame structure. He showed that increasing the scattering albedo in
the post-flame region of a two-layer porous burner resulted in an
increase of the gas and solid temperatures at the post-flame zone.
However, increasing the scattering albedo at the pre-heating zone
resulted in a decrease in the peak and post-flame temperatures.
Malico and Pereira@13# studied a porous burner similar to the one
studied in this work. They showed that the absorption coefficient
affected the most the centerline temperature distribution: increas-
ing the absorption coefficient resulted in a decrease in the post-
flame temperatures; but increasing the scattering coefficient had
no significant changes in the temperature profile.

In previous work, a two-dimensional code to treat premixed
combustion in inert porous media was developed. A finite
difference/control volume approach was used to solve the mass,
momentum, energy and species conservation equations. Thermal
non-equilibrium between the gas and the solid phases was taken
into account by using separate energy equations for these two
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phases coupled through a convective heat transfer term. The com-
bustion reaction was modeled both with a single step reaction@8#
and with a skeletal mechanism@14#. The porous media was as-
sumed to emit, absorb and isotropically scatter radiation and the
axissymmetric dicrete ordinates method was applied to solve the
radiative transfer equation. Centerline temperatures were com-
pared with measurements for two different porous burner proto-
types proving that the algorithm is a valid tool for engineering
design@9,13,14#. CO and NO measurements were compared with
experimental values in@14#.

The main objective of this work is to infer the importance of
radiation and radiative properties for a porous burner prototype
developed at LSTM—Erlangen@2#. A sensitivity study to the ex-
tinction coefficient and scattering albedo was performed with the
objective of finding out to what extent do they influence the nu-
merical results. For the purpose, the extinction coefficient was
perturbed by650 percent and the scattering albedo by about630
percent. The influence of the phase function was also assessed by
investigating several phase functions: zero, unity, large diffuse
spheres’, linear-anisotropic and modified Henyey-Greenstein
phase functions. The results obtained were compared in terms of
differences in the temperature profiles, radiative flux per control
volume, flame front location and peak temperature. The case
where radiation is neglected was also studied and the results com-
pared with the experimental values of Ernd@15#.

Porous Burner Prototype
The 10 kW porous burner prototype considered in this study

was developed and tested at LSTM—Erlangen@2# ~see Fig. 1!.
Premixed methane enters the burner through the preheating zone
~region A!, then combustion occurs in the combustion zone~re-
gion B! and afterwards the hot combustion products flow through
a heat exchanger zone~region C! and heat the cold water that
flows inside the heat exchanger. The preheating and heat ex-
changer zones are filled with 5 and 3 mm alumina spheres and the
combustion region with a 10 ppi SiC ceramic foam. The maxi-
mum internal diameter of this burner is 74 mm, the minimum 40
mm and the total length of the porous matrixes is 260 mm~region
A has 35 mm, region B 105 mm and region C 120 mm!. The
burner walls are water cooled, but the combustion region is insu-
lated from the cold walls by a 3 mm ceramic insulation, in order
to prevent the CO formation due to a low wall temperature@2#.
The heat exchanger is a water-cooled fined structure and was not
integrated in region B to avoid high CO formation resulting from
the contact of the reaction radicals with the cold surface of the
heat exchanger@16#.

Mathematical Formulation
Two-dimensional, steady, laminar, axisymmetric and Newton-

ian flow in inert and noncatalytic porous media was assumed.

Continuity Equation.

¹•~rv!50 (1)

z-Momentum Equation.
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Gas Phase Energy Equation.
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Solid Phase Energy Equation.

05¹•~~12«!ks¹Ts!1H~Tf2Ts!2¹.q (5)

Fuel Conservation Equation.

¹•~rvYf u!5¹•~rDAB¹Yf u!2Sf u (6)

Oxygen Conservation Equation.

¹•~rvYox!5¹•~rDAB¹Yox!2soxSf u (7)

The Ergun model@17# modified by Macdonald et al.@18# was
used to account for the pressure loss due to the porous matrix,
Dp/DL.
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12«
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Since locally, the solid and gas temperature may be different,
separate energy equations for the solid and the gas phases were
used. These two equations were coupled through a convective
heat transfer term that accounts for the convective heat transfer
between the two phases. The correlations adopted in this study for
this coefficient were taken from@19# for the packed beds of
spheres and from@20# for the SiC foam. In@14#. The authors
analyzed the sensitiveness of the results to this parameter. A650
percent perturbation in this coefficient yielded a 4 percent differ-
ence in the maximum temperature.

The combustion reaction was described by the irreversible one-
step reaction:

CH412C~O213.76N2!→CO212H2O12~C21!O217.52CN2.

The location of the flame was not assigneda priori, being a result
of the calculations. The rate of fuel consumption,Sf u , was deter-
mined by a one-step Arrehnius rate equation@21#.

Sf u5Ar2Yf uYox exp@2E/RT#, (9)

where the pre-exponential factor, A, and the activation energy,E,
were taken from@22# and are 131010 m3 kg21 s21 and 1.4
3108 J kmol21, respectively.

Radiation. Gas radiation was not considered since the solid
has a high emissivity when compared to the gas. Emission, ab-
sorption and scattering by the porous media were considered. To
determine the radiative heat flux, the solid and fluid phases were
treated as a single continuum homogeneous phase and the radia-
tive transfer equation, Eq.~10!, was solved. This equation can be
derived by making an energy balance on the radiative energy trav-
eling in a given direction within an infinitesimal control volume.
~e.g., @23# present the fundamental mathematical development of
the radiative transfer equation for a homogeneous medium!.

Fig. 1 Sketch of the porous burner with integrated heat ex-
changer prototype modeled in this study
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dIh

ds
5 ŝ•¹I h5kI bh2bhI h1

ssh

4p E
4p

I h~ ŝ!Fh~ ŝi ,ŝ!dV i

(10)

The first term accounts for the change of intensity,I, in a given
direction, ŝ, and is equal to the summation of the contributions
from emission~first term on the right hand side!, absorption and
scattering away from the directionŝ ~second term on the right
hand side!, and scattering into the directionŝ ~third term on the
right hand side!.kh is the linear absorption coefficient,ssh the
scattering coefficients,bh5kh1ssh the extinction coefficient
and Fh the scattering phase function. The scattering albedo is
defined as the ratio between the scattering and extinction coeffi-
cients. Each porous medium section is assumed to be gray and
homogeneous. After solving the radiative transfer equation and
obtaining the radiative intensity, the source term of the solid en-
ergy conservation equation is obtained by Eq.~11!.

¹•q5kS 4pI b2E
4p

IdV D (11)

The base values for the radiative properties, presented in Table
1, were taken from@4# for the SiC foam and calculated consider-
ing large independent diffusely reflecting spheres for the packed
beds of spheres@23#. Note that the properties of@4# were deter-
mined from reflectance and transmittance measurements on test
specimens using inverse analysis techniques and assuming isotro-
pic scattering. Therefore, these properties should only be used
while assuming isotropic scattering. Mital et al.@4# determined
these properties in the 1300–1400 K range and chose the two-flux
approximation to solve the inverse radiation problem. Since these
results are used with other solution method, theS6 approximation,
additional uncertainty in the radiative properties is present. This
stresses the need for the sensitivity analysis performed in this
study.

In the sensitivity study of porous media combustion to the scat-
tering and absorption coefficients performed in this study, the
scattering phase function was kept constant~as listed in Table 1!
and these coefficients perturbed by650 percent and around630
percent, respectively. When the influence of the SiC phase func-
tion was studied, the scattering and absorption coefficients were
kept constant and several phase functions were investigated:F
50 ~no scattering!,F51 ~isotropic scattering!, the phase func-
tion for large diffuse spheres, Eq.~12!, the linear-anisotropic
phase function, Eq.~13!, and the modified Henyey-Greenstein
phase function, Eq.~14!.

F~u!5
8

3p
~sinu2u cosu! (12)

F~u!511g cosu, (13)

whereg is a dimensionless asymmetry factor and21<g<11.
For the case of isotropic scattering the asymmetry factor is equal
to zero. If the medium scatters more radiation into the forward
directionsg is positive, if, on the contrary, it scatters more radia-
tion into the backscattering directiong is negative. The results
obtained in this study consideredg51.

The modified Henyey-Greenstein phase function@24# is given
by Eq. ~14!.

Fhg~l,u!5 f is,l1~12 f is,l!
12ghg,l

2

~11ghg,l
2 22ghg,l cosu!1.5,

(14)

where21<ghg,l<11. A variety of forward, isotropic and back-
scattering combinations can be modeled by adjusting the param-
eters f is,l and ghg,l . Hendricks and Howell@3# used an inverse
analysis technique~with the S6 approximation!to recover the
spectral radiative coefficients and phase function parameters for
10 ppi oxide-bonded silicon carbide~OB SiC!. Since the radiative
coefficients and modified Henyey–Greenstein phase function pa-
rameters exhibited only small spectral variations for 10 ppi OB
SiC, an average value over the wavelengths was considered in this
study. Therefore, the absorption coefficient was set equal to 150
m21, the scattering coefficient to 460 m21, f is to 0, andghg to 0.7.
The phase functions used in this study can be seen in Fig. 2.

The radiative coefficients and the scattering phase function
should be compatible and retrieved simultaneously from an in-
verse analysis. That is the case for the radiative coefficients of the
unity and the modified Henyey-Greenstein phase functions used in
this study. However, for the zero, linear-anisotropic and large dif-
fuse spheres’ phase function, radiative data obtained simulta-
neously is not available. In these cases, the phase functions were
tested using the base values of the extinction coefficient and scat-
tering albedo~except for the no-scattering case where the extinc-
tion is only due to absorption!. Despite the additional error im-
posed, it is the authors’ belief that it is worthwhile comparing the
results obtained with the several phase functions.

Problem Formulation and Boundary Conditions
The following boundary conditions were used:

At the Inlet.

u5uin ; v50; Tf5Tf ,in ;Yf u5Yf u,in ;Yox

5Yox,in ;~12«!ks

]Ts

]z
52« rs~Ts

42T0
4!; I 5

sTs
4

p
, (15)

Fig. 2 Phase functions analyzed in this study

Table 1 Base values used for the radiative properties
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whereT0 , the temperature of the surroundings, is set equal to 300
K to simulate a cold environment and« r is assumed equal to the
absorptivity and considered 1. The emittance from the whole po-
rous layer was considered because the solid energy equation and
the radiative transfer equation are strongly linked through the out-
let solid iterative temperature values.

At the Outlet.

]u

]z
5

]v
]z

5
]Tf

]z
5

]Yf u

]z
5

]Yox

]z
50;~12«!ks

]Ts

]z

52« rs~Ts
42T0

4!; I 5
sTs

4

p
(16)

At the axis, symmetry conditions were imposed

]u

]r
5v5

]Ts

]r
5

]Tf

]r
5

]Yf u

]r
5

]Yox

]r
50 (17)

At the heat exchanger surface and burner walls, no-slip and
impenetrability conditions were imposed on the momentum equa-
tions. These surfaces were considered opaque, diffusely emitting
and reflecting; therefore, the boundary conditions for the radiative
transfer equation are expressed as

I 5«wI w1
rw

p E
n•s,0

I un•sudV. (18)

The burner wall in the combustion region is considered to be
adiabatic but, in the other zones, the walls are water-cooled. The
heat flux to the cooled surfaces is given by

q52S ks

]Ts

]n
1kf

]Tf

]n D5
T2Tc

Rt
. (19)

Numerical Method
The finite difference/control volume approach@25# in an axi-

symmetric cylindrical geometry was used as the numerical
method to solve the set of governing equations presented in the
mathematical formulation section. The radiative transfer model
used is the discrete ordinates method~S6 approximation with the
step scheme!. In this method, the radiative transfer equation is
solved for a set ofn different directionsŝi , i 51,2, . . . ,n.

Each direction is associated with a solid angle where the radia-
tive intensity is assumed constant. The number of directions con-
sidered depend on the approximation used~For theS6 approxima-
tion, 48 directions are considered!. After the integrals over
direction being replaced by numerical quadratures, the radiative
transfer equation becomes

ŝi•¹I ~r, ŝi !5k~r !I b~r !2b~r !I ~r, ŝi !

1
ss~r !

4p (
j 51

n

wj I ~r, ŝi !F~r, ŝi ,ŝj ! i 51,2, . . . n.

(20)

Since the radiative calculations are time consuming, the radia-
tive heat flux is not updated on every iteration, but only every 5
iterations~When compared to the case where the radiative heat
transfer is neglected, solving the radiative transfer equation every
iteration increases the running time 19 times!.

The number of grid nodes used were 132320 and the solution
was considered to have been reached when the sum of the nor-
malized residuals was lower than 1 percent, which typically was
achieved in around 10,000 iterations.

The model presented in this paper for the calculation of com-
bustion and heat transfer in porous media burners was validated
through a comparison of the centerline temperatures obtained nu-
merically and experimentally@8#. The results have demonstrated
that the algorithm is a valid tool for engineering design.

Results and Discussion
The sensitivity analysis presented in this section was performed

for the case of a 2 kW power and a 1.5 excess air ratio. In the next
sub-section, the influence of the radiative coefficients is assessed.
The extinction coefficient was perturbed650 percent and the
scattering albedo around630 percent. The results obtained were
compared in terms of temperature and radiative flux per control
volume differences, flame front location and peak temperature.
After this sensitivity study, in the scattering phase function sub-
section, five different phase functions~zero, unity, large diffuse
spheres’, linear-anisotropic and Henyey-Greenstein phase func-
tions!were compared. At the end of this section, temperature pre-
dictions where radiation was and was not considered were com-
pared with the experimental values of@15#.

If multi-step kinetics were considered, the temperature predic-
tions would improve@26#. However, the computational time re-
quired to obtain two-dimensional predictions using multistep ki-
netics is much higher than the one required to obtain predictions
with a 1-step reaction and a sensitivity study like the one pre-
sented in this work, would have been prohibitive. The authors
preferred to concentrate on the sensitivity study itself rather than
on the accuracy of the temperature profiles because the predicted
temperature field is close enough to the experimental values to be
able to draw conclusions about the influence of the radiative prop-
erties.

Extinction Coefficient and Scattering Albedo. The extinc-
tion coefficient was perturbed by650 percent and the scattering
albedo by about630 percent. While performing this sensitivity
study, the scattering phase functions were kept constant and equal
to the ones listed in Table 1. The radiative properties of all the
porous layers were perturbed simultaneously. When, for example,
the extinction coefficient of region A was increased by 50 percent,
the extinction coefficients of layers B and C were also increased
by 50 percent.

The differences in the temperatures and in the radiative fluxes
at each control volume between the base and perturbed calcula-
tions were determined. In Table 2, the maximum values of these
differences are shown. The very high perturbation in the radiative
flux is less noticeable in term of temperature difference, although
the latter cannot be neglected. For example, in case 3, when the
scattering albedo is perturbed by around 30 percent, the maximum
difference between the radiative flux reaches 330.7 percent, while
the maximum temperature difference is 56.7 percent.

The maximum temperature and radiative flux differences is not
sufficient to characterize the perturbation in the temperature and
radiative flux fields. For this reason, in Table 3, the average dif-
ferences in the control volume temperature and in the radiative
flux between the base and perturbed calculations are presented.
Increasing the scattering albedo~cases 3, 5, and 7!is responsible

Table 2 Maximum difference in the temperature and in the radiative flux obtained with the
perturbed and base radiative properties fo r a 2 kW power and a 1.5 excess air coefficient
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for the highest perturbations in the temperature profiles. When the
scattering albedo is increased by around 30 percent, the packed
beds of spheres become a purely scattering medium and the SiC
foam a nearly purely scattering medium~the absorption coeffi-
cient is almost zero!. In this case, the radiative heat transfer from
the flame front to the up and downstream regions decreases, thus
leading to an increase in the post-flame temperatures. The post-
flame region is, precisely, the zone where the biggest differences
in the temperature profiles occur~In the other regions, the differ-
ences are much smaller!.

In Figure 3, the predicted centerline gas temperature profile
obtained with the base radiative coefficients is compared to the
one obtained with the extinction coefficient and scattering albedo
increased by 50 and around 30 percent, respectively~case 5!. It
can be seen that the major temperature differences are located in
the flame and post-flame regions. The maximum centerline tem-
perature differences occur in the vicinity of the heat exchanger
~the heat exchanger is located forz>146 mm!and are of around 9
percent. In Figure 4, also for case 5, the predicted gas temperature
profile at r 533 mm, obtained with the base coefficients is com-
pared to the one obtained with the perturbed extinction coefficient
and scattering albedo. The maximum temperature differences in
the post-flame region before the heat exchanger is around 10 per-
cent ~similar to the centerline results!, however the highest tem-
perature differences occur after the heat exchanger and may reach
30 percent. This tendency is verified in the other cases studied.

As far as the peak flame temperature is concerned, the maxi-
mum difference occurred in case 3. When the scattering albedo is
increased by around 30 percent, the peak flame temperature in-
creases 4.4 percent. As already mentioned, using large scattering
albedos results in a smaller absorption of the radiative heat trans-
fer, and therefore in a smaller preheating of the premixed gas at
the inlet. As a consequence, the peak temperature increases.
Yoshizawa et al.@9#, Hsu et al.@10#, and Back@11# also verified
that decreasing the absorption coefficient led to an increase in the
peak flame temperature. When the scattering albedo was de-
creased, the vertical temperature gradient at the flame front loca-
tion decreased.

Increasing the extinction coefficient corresponds to increasing
both the absorption and scattering coefficients and to decreasing
the mean penetration length of the radiation, which results in a
higher axial post-flame temperature gradient. The energy feedback
towards the upstream direction increases and consequently the
temperature peak decreases.

For all the calculations the flame front location was the same.
The authors believe that the flame location remained fixed for a
variety of solutions due to the stability of the flame front pro-
moted by the interface of the two porous media with different
porosities, near where the flame is located. For example,@10#
refers this fact.

Scattering Phase Function,F. The effects of the SiC scat-
tering phase function were also investigated and several phase
functions were studied. The base results were considered the ones
obtained with the isotropic scattering phase function. The maxi-
mum differences in the temperature and in the radiative flux ob-
tained with the perturbed and base phase functions are presented
in Table 4, and in Table 5 the average differences are listed. As
expected, the more the phase function is similar to the isotropic
phase function, the smaller the temperature and radiative flux dif-
ferences are. For the large diffuse spheres’ and linear-anisotropic
phase functions~cases 10 and 11, respectively!, these differences
are negligible~lower than 2.0 percent!. When no scattering is
considered, the temperature differences reach 4.0 percent and
when the modified Henyey-Greenstein phase function is used the
average temperature difference is 7.0 percent. For all the cases,
except the latter, the flame front location is the same. However,

Fig. 3 Experimental and predicted centerline gas temperature
profiles for a 2 kW power and a 1.5 excess air coefficient.
Base—Predictions obtained with the base values of the radia-
tive coefficients listed in Table 1; Perturbed—Predictions ob-
tained with the extinction coefficient and the scattering albedo
increased by 50 percent and 30 percent, respectively

Fig. 4 Predicted gas temperature profiles at rÄ33 mm for a 2
kW power and a 1.5 excess air coefficient. Base—Predictions
obtained with the base values of the radiative coefficients
listed in Table 1; Perturbed—Predictions obtained with the ex-
tinction coefficient and the scattering albedo increased by 50
percent and 30 percent, respectively

Table 3 Average difference in the temperature and in the radiative flux obtained with the
perturbed and base radiative properties fo r a 2 kW power and a 1.5 excess air coefficient

Table 4 Maximum difference in the temperature and in the ra-
diative flux obtained with the perturbed and base scattering
phase functions fo r a 2 kW power and a 1.5 excess air coeffi-
cient

Journal of Heat Transfer OCTOBER 2001, Vol. 123 Õ 955

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



when the modified Henyey-Greenstein phase function is used the
flame front moves downstream as can be observed in Fig. 5. The
fact of the flame front being shifted is responsible for the very
high maximum differences in the control volume temperatures
and radiative flux. The differences in the post-flame temperatures
are smaller than 8.0 percent.

When the phase function for large diffuse spheres is considered,
the post-flame temperatures are higher than the ones for the iso-
tropic scattering case. For the contrary, when the linear-
anisotropic~with g51! and modified Henyey-Greenstein~f is50
andghg50.7! phase function are considered, the post-flame tem-
peratures are lower than for the base results. This is related with
the back and forward-scattering components of these phase func-
tions ~see Fig. 2!.

No Radiation. The base temperature predictions were com-
pared with the temperatures calculated neglecting radiation. The
maximum temperature difference occurred in the post-flame re-
gion and reached 67 percent. The importance of radiation in the
temperature profiles can be seen in Fig. 6, where the centerline
temperatures obtained considering radiation are compared with
the predictions obtained neglecting it. The predictions differ con-
siderably, the ones obtained with radiation are much closer to the
experimental data of Ernd@15#. This supports the claim that, for
this particular case of porous burners, radiative heat transfer
should be considered and that, by neglecting it, the numerical
predictions may be very different from the reality.

Conclusions
Numerical predictions of flow, heat transfer and combustion in

porous burners were reported. The discrete ordinates method~S6
approximation!was used for the treatment of radiative heat trans-
fer, and the media was considered emitting, absorbing and scat-
tering. A sensitivity study was performed to determine the impor-
tance of radiation and radiative properties for the case of a porous
burner prototype developed by LSTM—Erlangen. With this ob-
jective in mind, the extinction coefficient was perturbed by650
percent and the scattering albedo by about630 percent. The in-
fluence of the phase function was also assessed by investigating
several phase functions: zero, unity, large diffuse spheres’, linear-
anisotropic and modified Henyey–Greenstein phase functions.
The results obtained were compared in terms of temperature and
radiative flux per control volume differences, flame front location
and peak temperature.

Perturbing the extinction coefficient and the scattering albedo
greatly affects the temperature profile in the post-flame region.
The higher perturbations in the temperature profiles occur when
the scattering albedo is increased.

For the phase functions studied, only the modified Henyey-
Greenstein phase function predictions present significant differ-
ences when compared to the isotropic scattering case.

The temperature profiles differ considerably for the cases where
radiation is and is not considered, proving that the radiative heat
transfer should not be neglected and a radiation model incorpo-
rated in the modeling of porous media burners.
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Nomenclature

a 5 surface area per unit volume@m21#
A 5 pre-exponential factor@m3 kg21 s21#
cp 5 specific heat of the fluid@J kg21 K21#
dp 5 particle diameter@m#

DAB 5 binary diffusion coefficient@m2 s21#
E 5 activation energy@J k mol21#

f is 5 fraction of incident energy isotropically scattered@2#
g 5 asymmetry factor of the linear-anisotropic phase

function @2#
ghg 5 spectral Henyey-Greenstein asymmetry factor@2#

h 5 enthalpy@J kg21#
hc 5 heat transfer coefficient@W m22 K21#
H 5 volumetric heat transfer coefficient,ahc ,

@W m23 K21#
I 5 radiant intensity@W m22 sr21#
k 5 thermal conductivity@W m21 K21#
n 5 outward normal to the heat exchanger surface@2#
N 5 number of particles per unit volume@m23#

Fig. 5 Experimental and predicted centerline gas temperature
profiles for a 2 kW power and a 1.5 excess air coefficient.
Base—Predictions obtained assuming isotropic scattering;
Perturbed—Predictions obtained using the modified Henyey-
Greenstein phase function.

Fig. 6 Experimental and predicted centerline gas temperature
profiles for a 2 kW power and a 1.5 excess air coefficient. The
predictions were obtained both considering and neglecting ra-
diation

Table 5 Average difference in the temperature and in the ra-
diative flux obtained with the perturbed and base scattering
phase functions fo r a 2 kW power and a 1.5 excess air
coefficient
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p 5 pressure@N m22#
q 5 radiant heat flux@W m22#

q8 5 heat flux to the cooled walls@W m22#
r 5 position vector@m#
r 5 radial coordinate@m#
R 5 universal gas constant@8314 J kmol21 K21#

Rt 5 total thermal resistance@m2 K W21#
s 5 radiative geometric path length@m#
ŝ 5 unit vector into a give direction@2#

Sf u 5 rate of fuel consumption@kg m23 s21#
sox 5 ratio of stoichiometric combustion@kgox /kgf u#

T 5 temperature@K#
u 5 axial velocity @m s21#
v 5 radial velocity@m s21#
v 5 velocity vector@m s21#

wi 5 quadrature weights associated with the directionŝi
@2#

Yi 5 mass fraction of speciesi @2#
z 5 axial coordinate@m#

Greek Symbols

a 5 absorptivity@2#
b 5 extinction coefficient@m21#

DHc 5 heat of combustion@J kg21#
Dp/DL 5 pressure loss alongDL due to the porous matrix

@N m23#
« 5 porosity @2#

« r 5 porous matrix surface emissivity@2#
k 5 absorption coefficient@m21#
m 5 viscosity @kg m21 s21#
u 5 angle between incident and scattering directions@rad#
r 5 density@kg m23# or reflectivity @2#
s 5 Stephan-Boltzmann constant

@5.67031028 W m22 K4#
ss 5 scattering coefficient@m21#
v 5 scattering albedo@2#
V 5 solid angle@sr#
C 5 air equivalent ratio@2#

Subscripts

b 5 blackbody
c 5 coolant
f 5 fluid

fu 5 fuel
in 5 inlet
ox 5 oxygen
s 5 solid
h 5 at a given wavenumber
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A New Two-Phase Flow Map and
Transition Boundary Accounting
for Surface Tension Effects in
Horizontal Miniature and Micro
Tubes
A new flow map is proposed to emphasize the importance of surface tension in two-phase
flow in horizontal miniature and micro tubes. A transition boundary based on a force
balance including shear, buoyancy and surface tension forces is also proposed. The flow
map is compared against a number of existing experimental data sets totaling 1589 data
points. Comparison of the proposed map and model with previous models shows substan-
tial improvement and accuracy in determining surface tension dominated regimes. Fur-
thermore, the proposed flow map shows how each regime transition boundary is affected
by surface tension.@DOI: 10.1115/1.1374440#

Keywords: Flow, Heat Transfer, Microscale, Surface Tension, Two-Phase

Introduction
To better predict pressure and heat transfer coefficients in heat

pipes, it is desirable to develop a flow map for predicting the flow
regimes for two-phase flow systems in horizontal miniature and
micro tubes. While existing flow maps are effective for predicting
flow in larger diameters, they generally are ineffective for minia-
ture and micro-size tubes. This is an area of growing importance
due to the increasing interest in miniaturization technologies. An
example is the development of smaller and faster electronic de-
vices, an area which can utilize heat pipes extensively to discard
large quantities of heat very fast@1#.

In general, film or interface instability can be used as a criterion
for flow transitions. Ostrach and Koestel@2# provide a review of
criteria and phenomena associated with film instabilities. While
the growth rate of instability was considered a main criterion,
surface tension was not considered to have much effect in their
study. Rabas and Minard@3# suggest two forms of flow instabili-
ties occurring inside horizontal tubes with complete condensation.
The two forms are distinguished by a transition Froude number. It
is suggested that the first instability results from the low vapor
flow rate associated with a stratified exit condition and vapor
flowing into the tube exit causing condensate chugging or water
hammer instability. The second instability results from a high va-
por flow rate, leading to inadequate distribution of the vapor and
the tube becoming full at the tube exit, in turn causing large sub-
cooled condensate temperature variations.

Instability can also occur in small diameter tubes, due mainly to
capillary blocking where the liquid film bridges across the tube to
form a plug. In an integro-differential approach by Teng et al.@4#,
capillary blocking was investigated in a thermosyphon condenser
tube with an axisymmetric, viscous annular condensate film with a
vapor core. It was found that at low relative vapor velocities,
surface tension is responsible for film instability in capillary tubes.
At high relative vapor velocities, on the other hand, hydrodynamic
force is responsible for the instability. Additionally, liquid bridges
are maintained by buoyant motion of the vapor bubbles.

Figure 1 shows patterns of flow particularly relevant to a cap-
illary tube, that is, annular, slug, plug, and bubble. For two-phase
flow, initially an annular layer forms on the inside of the tube. As
vapor or gas velocity increases, it causes ripples to form on the
liquid surface, leading to formation of collars. The collar can also
result from condensation of the vapor on the liquid film in the
tube. Eventually, the collars grow to form a bridge. The relative
size of the gap formed as a result of bridging establishes slug,
plug and bubble regimes. In a large tube, because of high gravi-
tational pull on the liquid film, the bridge does not form. The
recognition of, and accuracy in reporting various flow regimes and
their respective operating conditions, is a major consideration in
developing a flow map. Some investigators have reported more
intermittent ~slug and plug!regimes than others. For example,
Dobson et al.@5# report annular, wavy, wavy annular and mist
annular for condensation of refrigerants while Soliman@6# has
identified annular, semiannular, semiannular-wavy, spray annular,
annular wavy and spray for condensation of refrigerants. In gen-
eral, there is bound to be some subjectivity in regime reporting
reflecting accuracy of measurement, visualization and regime
identification techniques. This fact becomes even more critical in
tubes of smaller diameter where flow regimes may be more diffi-
cult to observe.

Table 1 lists chronologically some features from pertinent lit-
erature@5–29# relating to two-phase flow in a tube, including
working fluids and tube diameter. A number of existing flow maps
@7,13,18,19#are based on visual separation of a large number of
experimental data into various regimes. This approach does not
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Fig. 1 Flow patterns of two-phase condensation flow in capil-
lary horizontal tubes
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provide accurate predictions incases deviating from the average
data set. Furthermore, the majority of the experimental data used
in these maps are for large-diameter tubes and therefore the maps
are inadequate for small-diameter tubes.

In a more accurate flow map proposed by Taitel and Dukler
@14#, a momentum balance was performed on each phase of a

two-phase flow in a tube. Additionally, using the Kelvin-
Helmholtz theory, a stability criterion for wave propagation was
developed. The waves lead to formation of slug or wavy regimes.
Several criteria relate the velocity of the gas or liquid phase to the
height of the liquid in the tube. When plotted against the Marti-
nelli parameter,X,

Table 1 Summary of relevant existing investigations for two-phase flow in horizontal tubes
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these criteria establish the boundaries separating flow regimes of
the Taitel and Dukler@14# flow map. The single-phase pressure
drops inX are related to their respective standard formulas accord-
ing to
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The map of Taitel and Dukler@14#, however, does not take
surface tension effects into consideration resulting in considerable
error for tubes of smaller diameters. Barnea et al.@21#, in an in-
vestigation of air/water flow in horizontal tubes ranging from 4

Table 1 Continued
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mm to 12 mm in diameter, suggested that the surface tension
effect is pronounced only in the stratified-slug transition region. It
was proposed that surface tension forces act to push or raise the
liquid to the top of the tube at some point along the tube, thereby
reducing the liquid level in the vicinity of the rise, and leading to
the formation of a slug. For this to occur, the surface tension
forces must overcome gravitational forces. Barnea et al.@21# pro-
posed the following transition criterion as a ratio of surface ten-
sion to gravitational forces, taking the geometry of the tube into
account:

hg<
p

4A s

rgS 12
p

4 D (4)

as the condition for transition between annular and intermittent
flow regimes. For smaller size tubes, Barnea et al.@21# suggested
that Eq. ~4! is always satisfied and the transition occurs forhg
<pD/4.

Galbiati and Andreini@27# suggested surface tension effects to
be significant only in the annular-stratified regime. A surface ten-
sion term was added to the Kelvin-Helmholtz equation to estab-
lish the criterion for annular-stratified transition. In reality, in suf-
ficiently small-diameter tubes and under the right operating
conditions, a stratified regime may not even exist long enough to
be observed. This can be noted in the experimental data of Dami-
anides and Westwater@26#.

Griffith and Lee@10# proposed the use of three dimensionless
groups to determine the stability of a liquid annulus. These were
liquid volume fraction, dimensionless diameter, and a group ratio
of viscous to surface tension forces. Griffith and Lee suggested
that the most unstable wavelength~suggested to be equivalent to
5.5 diameters!was not affected by viscous forces, but rather by
surface tension forces. Their analysis was based on flow of water
or glycerine in a 1 mm ID tube. The liquid volume fraction for
transition from annular to slug regime was determined to be

m5
~pr 2!2r 2

4
3pr 3

pr 2~5.5!~2r !
50.06. (5)

The numerator in Eq.~5! is the total liquid volume per slug in
the tube and the denominator is the total volume of the slug at the
most unstable wavelength of 5.5.

Proposed Flow Map
A new flow map is proposed in this work to determine the

relative effect of surface tension forces compared to shear forces.
The proposed map also determines surface tension effects on the
various regime boundaries. Since the effect of surface tension
forces compared to that of shear forces is the desired goal, one of
the map axes is assigned ratio of pressure drop due to surface
tension forces and that due to shear forces. The other axis should
represent the liquid and gas flow rate inside the tube. A ratio of
superficial gas to superficial liquid velocities would meet this re-
quirement. This results in a map with dimensionless parameters
for each axis. The purpose of the map is also to provide a distinct
region for each flow regime. In developing the proposed flow
map, the flow parameters are determined according to

Gg5rgVg,s (6)

Gl5r lVl ,s (7)
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Vg,s

Vl ,s
. (8)

The pressure loss factors considered in this study result from
shear and capillary effects. For the shear friction force of each
phase, the pressure drop is determined by Eqs.~2! and ~3!. The

maximum pressure change due to capillary or surface tension
forces,DPcapillary, is determined by the Young-Laplace equation
using @1#

DPcapillary5
2s

r eff
, (9)

wherer eff is the effective pore radius. It is proposed that radiusr eff
would be represented by the hydraulic diameter of the tube as an
approximation to account for two-phase flow inside the tube. This
approximation becomes more accurate for tubes of small diameter
since the vapor core compared to the liquid layer on the inside
tube wall is small and a meniscus forms more readily in the tube.
As tube diameter is reduced, size of bubbles present in the tube
approach the size of the tube diameter. In such a situation, for the
bubbles to form, the liquid volume required to wet the tube wall
must be very small. Furthermore, as the tube diameter size is
reduced, shape of slug and plug regimes approach that of a
bubble. As tube diameter is increased, the vapor core and pore
diameter size become too large and thereforer eff is not an accurate
representation of the effective diameter in Eq.~9!. However, the
effect of Eq. ~9! is insignificant for larger diameter tubes and
therefore the added error forr eff is not important in larger diam-
eter tubes. The effective radius is given by

r eff5
Dh

2
5

2* cross sectional area of flow

wetted perimeter
. (10)

The wetted perimeter of the tube is determined using the void
fraction in the tube. The equivalence of the two-phase flow treated
as separated flows is described by Carey@30# and is illustrated in
Fig. 2. It can be deduced that
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The void fraction in the flow,a, is the ratio of vapor volume to
total volume. The choice of a correlation for the void fraction is
extremely important as substantial changes can result in choosing
one correlation over another. In this work, the following correla-
tions were tested to determine the best results: Homogeneous@30#,
Zivi @31#, Wallis @32# separate-cylinder model, Baroczy@33#,
Thom @34#, Lockhart and Martinelli@35#, Smith @36#, and the
Wedekind et al.@37# system mean void fraction model. Carey@30#
provides a summary of the first six correlations. While the other
correlations provided varying degrees of accuracy against ex-
perimental results, the correlations by Lockhart and Martinelli
@35# as well as Smith@36# provided the best comparisons. Ulti-
mately, in this studya was determined from the correlation by
Smith @36# which was suggested to be applicable to all flow con-
ditions including flow rates and patterns, pressure, and void frac-

Fig. 2 Equivalent liquid and gas fraction in two-phase flow in a
horizontal tube
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tion. Smith’s@36# empirical correlation was developed based on a
large number of experimental data from various investigators and
is given by

a5H 11S rg

r l
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The quality,x, is defined as

x5
Gg

Gg1Gl
. (13)

For the vapor core, using a cross-sectional area ofpDg
2/4 and a

wetted-perimeter ofpDg and rearranging Eq.~11! and substitut-
ing in Eq. ~10!, the effective radius is
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Using Eqs.~9! and ~14!, the pressure drop due to surface ten-
sion in two-phase flow in a tube is approximated by
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It should be noted thatDz for the axial pressure drop due to
surface tension forces is approximated byr eff . Using r eff for Dz
represents the immediate vicinity of the regime for which
DPcapillary is determined. As tube diameter is reduced, Eq.~15!
becomes more significant and the approximation of
(dP/dz)surface tension'DPcapillary/Dz becomes more accurate. The
last term on the right hand side of Eq.~15! indicates that as tube
diameter is reduced or as the surface tension of the working fluid
is increased, the pressure drop due to capillary effects increases.
Additionally, as a decreases, the pressure drop due to surface
tension force is increased. The last term in Eq.~15! indicates the
absolute magnitude of the pressure drop due to surface tension.
For practical considerations, the proposed flow map allows deter-
mination of the flow regime for a set of operating conditions.
Furthermore, once operating temperature or pressure is known at
two points along a tube, it can be determined whether condensa-
tion or vaporization is occurring in going from the first point to
the second point.

The pressure drop due to shear is the sum of shear pressure
drop terms for both liquid and gas phases. The following ratio of
pressure drop due to surface tension and shear force serves as one
of the axes for the proposed flow map.
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S dP

dzD
surface tension

S dP

dzD
shear

5

S dP

dzD
surface tension

S dP

dzD
l ,s

1S dP

dzD
g,s

. (16)

The gas and liquid mass fluxes are implicit in the terms in the
denominator as noted from Eqs.~2! and ~3!. Plotting the ratio of

superficial velocities~Eq. ~8!! versus the ratio of pressure drop
terms~Eq. ~16!! results in a flow map delineating the flow regimes
corresponding to flow in a particular tube size. While this map is
developed for horizontal tubes, it should be noted that as tube size
is sufficiently reduced and surface tension sufficiently increased,
surface tension forces become more significant than gravitational
forces. In such a situation, the angle of tube will be less significant
and therefore results of this work can be extended to tubes beyond
the horizontal plane.

Transition Boundary Due to Surface TensionÕShear
A new transition boundary accounting for regimes dominated

by surface tension effects is proposed. The surface tension-
dominated regime refers to plug, slug and bubbly flow, particu-
larly in tubes of small diameter. The shear-dominated regime re-
fers to annular, mist, stratified and wavy. The surface tension/
shear transition boundary refers to the boundary separating the
surface tension-dominated regimes and shear-dominated regimes.

As shown in Fig. 3, the criterion for the proposed transition
boundary results from a force balance accounting for shear, buoy-
ancy and surface tension forces acting on the two-phase flow. This
transition is represented by curve A in the flow maps. As sug-
gested by Taitel and Dukler@14#, at high flow rates, the shear
force will: ~a! cause ripples to form on the liquid surface, and~b!
overcome the buoyant effects of the gas region leading to the
formation of bubble or slug regimes. The surface tension forces
must be strong enough to overcome both shear and buoyant forces
to form a liquid bridge.Per unit length of the flow regime, each of
the force terms can be used to develop a criterion to separate the
surface tension dominated regimes and shear dominated regimes.
Using and rearranging Eq.~11! to obtainDl in terms ofa, the
surface tension force per unit length of the flow regime is given by

Fsurface tension

L
5

2spl

pt
5

2spDl

pDo
52s~12a!0.5. (17)

The term (pl /pt) in Eq. ~17!, a dimensionless ratio of liquid
regime perimeter to total perimeter, is introduced to determine the
effective surface tension force over the wetted perimeter by ac-
counting for the fraction of the tube circumference wetted by the
liquid surface tension. The value of 2s is a result of the surface
tension force wetting the tube surface for both the receding and
leading fronts of the bubble@21#. Equation~17! suggests that as
the void fraction decreases, surface tension effects increase. For
flow in conduits, the shear force per unit length of the flow regime
over a given wetted surface as accounted for bya, including
radial velocity fluctuations@14,38# is given by

Fshear

L
5~pDoa!~ f l !S r lul

2

4 D . (18)

The liquid friction factor,f l , is related to the liquid phase Rey-
nolds number which is a function of liquid fraction. The buoyancy
force per unit length of the flow regime is given by

Fbuoyancy

L
5g~r l2rg!aA5g~r l2rg!Ag . (19)

Fig. 3 Schematic of force balance elements for a given unit
length of flow

962 Õ Vol. 123, OCTOBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Per unit length of the flow regime, the surface tension forces are
dominant when

uFsurface tensionu.uFshearu1Fbuoyancy. (20)

For the liquid bridge to form and remain in place, that is not
separate to the top or bottom, surface tension force in the positive
or negativey-direction~hence the absolute value!must overcome
buoyancy force due to gravity in they-direction and radial shear
force ~due to radial velocity fluctuations! in the negative or posi-
tive y-direction~hence, the absolute value!. Equation~20! uses as
a criterion the minimum force due to surface tension required to
overcome the maximum force due to buoyancy and radial velocity
to maintain the liquid bridge.

Inserting Eqs.~17!, ~18!, and~19! into Eq.~20! and rearranging
results in

ul,B5S 2s~12a!0.52g~r l2rg!Ag

S pDoar l f l

4 D D 0.5

. (21)

The superficial velocity termsVg,s and Vl ,s are respectively
related to the axial velocity termsug andul according to

ug5
Vg,s

a
; ul5

Vl ,s

~12a!
. (22)

In dimensionless form, Eq.~21! takes the form

Vg,s

Vl ,s
.

Vg,s

~12a!B
. (23)

Transition From Annular to Slug or Bubble
Taitel and Dukler@14# proposed a transition boundary between

intermittent ~slug and plug!and dispersed bubble regimes for
horizontal tubes based on the assumption that annular or slug
regimes develop depending on the equilibrium liquid level of the
stratified regime. Taitel and Dukler suggest that if the dimension-
less liquid level (hl /Do) is above 0.5, then intermittent flow will
develop and if the level is less than 0.5, annular flow will develop.
This resulted in a line corresponding toX51.6, separating annular
and intermittent regimes.

The problem with using the equilibrium level of the stratified
regime as the reference point is that in miniature or micro size
tubes and under certain conditions, stratified flow may not even
exist. For smaller diameter tubes, another point of reference must
be used for the transition from annular to intermittent regime. In
this study, the transition boundary between intermittent and annu-
lar flow is that proposed by Griffith and Lee@10# ~Eq. ~5!!. This
transition was based on instability in an annulus occurring at a

wavelength of 5.5 diameters and leading to formation of a collar
and eventual formation of a bridge and slug. Although Griffith and
Lee focused on the transition from annular to slug, a transition
from annular to dispersed bubble regimes in a small-diameter tube
can also be observed using the same criteria. This is because a
smaller tube facilitates easier formation of a meniscus using a
much smaller liquid film thickness along the inside wall of the
tube.

The proposed transition boundary between the annular and slug
or bubble as represented byB in the Figs. 4–8, compared to the
experimental data used in this study, is effective for tube sizes
larger than approximately 4 mm. The annular regime falls above
this transition and slug and/or bubble fall below this transition.
The liquid volume fraction corresponding to this transition bound-
ary in the proposed flow map is determined according to

m5
Vl ,s

Vl ,s1Vg,s
50.06. (24)

Any combination ofVl ,s and Vg,s resulting in a value of 0.06
for m corresponding to Eq.~5!, satisfies the criterion for this
boundary.

Fig. 4 Proposed generalized flow map with transition bound-
aries

Fig. 5 Effect of tube diameter on transition boundaries for the
proposed flow map for two-phase condensation horizontal flow
of R-12 at TsatÄ83.4°C

Fig. 6 Effect of working fluid „steam at 110°C and R12 at
83.4°C… surface tension on transition boundaries for the pro-
posed flow map for flow in 4 mm horizontal tube

Journal of Heat Transfer OCTOBER 2001, Vol. 123 Õ 963

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Transition Boundaries for Other Regimes
Other boundaries used in this study are those proposed by Taitel

and Dukler@14#, specifically for transitions between:~a! stratified
and intermittent or annular-dispersed liquid~transitionC in flow
maps!,~b! stratified smooth and stratified wavy~transitionD in
flow maps!, and~c! intermittent and dispersed bubble~transitionE
in flow maps!. Taitel and Dukler@14# use intermittent to describe
slug and plug regimes. The proposed surface tension/shear transi-
tion boundary in conjunction with the above boundaries allows
determination of the flow regimes particularly in miniature and
micro size tubes. It should be noted that transitionD as defined by
Taitel and Dukler is not a function of line size. The variation in

transitionD occurs as a result of friction factor affecting the shear
pressure drop as used on the flow map abcissa. TransitionsC and
E are a function of line size and are more significantly affected by
line size as noted in the flow maps.

Existing Experimental Data
The experimental data used for comparison in this study in-

clude 1589 data points from several sets of existing two-phase
flow data. The data include two-phase flow for pure component
condensation runs with water, R-12, R-113, R-22, and R-134a as
working fluids. No existing experimental data reporting flow re-
gimes in tubes smaller than 4.8 mm were available for pure com-

Fig. 7 Comparison of proposed flow map and transition boundaries for two-phase flow in horizontal tubes
with experimental data for air „20°C…Õwater „15°C…: „a… 1 mm; „b… 2 mm; „c… 3 mm; „d… 4 mm „air and water at
25°C…; „e… 5 mm.
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ponents. To confirm the proposed model against tube sizes of
approximately 1 mm ID, existing air/water data were also used for
comparison. Table 2 shows a summary of the data sets and aver-
age properties of the flow components and corresponding diam-
eters considered in this investigation. The experimental data range
in diameter from 15.88 mm down to 4.8 mm for condensation
runs and from 12.3 mm down to 1 mm for air/water runs.

General Features of Proposed Flow Map
The general features of the proposed flow map are shown in

Fig. 4. Five transition boundaries are used to differentiate between
the various regimes. The proposed surface tension/shear transition
boundary highlights regimes dominated by surface tension. The
regimes below and to the right of the surface tension/shear tran-
sition boundary are affected more by surface tension forces,
whereas the regimes above and to the left of this boundary are
affected more by shear forces. As tube size is reduced or surface
tension of the working fluid is increased, this boundary extends up
and to the left. The effect of tube diameter on the flow map tran-
sition boundaries is shown in Fig. 5 while the effect of working
fluid surface tension is shown in Fig. 6.

One of the general features of the proposed map is that as
surface tension forces become more dominant, the bubble/plug
and stratified/annular transition boundaries shift to the right and
start to diminish with decreasing tube diameter reflecting the di-
minished role of the regimes they represent in two-phase flow.
This effect is shown in Fig. 5. As the diameter size is reduced
from 10.0 mm to 0.1 mm, all transition boundaries shift to the
right except for the surface tension/shear transition boundary
which shifts upward, indicating the increase in surface tension-
dominated regimes. The same effect can be observed in Fig. 6
where steam with a surface tension of 0.0724 N/m compared with
R-12 with a surface tension of 0.0081 N/m causes the transition
boundaries to shift to the right except for the surface tension-
dominated boundary which shifts upward.

Of particular importance in the shifting of the transition bound-
aries is that between bubble and plug regimes. As diameter size is
sufficiently reduced or surface tension is sufficiently increased,
the bubble/plug transition boundary moves to the right and even-
tually crosses and passes to the right of the stratified/wavy transi-
tion at a vertical threshold. Once this occurs, stratified and wavy
regimes become insignificant. Also around this point, the surface

Fig. 8 Comparison of proposed flow map and transition
boundaries for two-phase condensation flow in horizontal
tubes with experimental data for R-113: „a… 4.76 mm
„TsatÄ143.9°C…; and „b… 12.7 mm „TsatÄ139.1°C….

Table 2 Average values of properties of working fluids corresponding to each data set considered in this work
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tension/shear transition boundary separates the annular regime to
the top and plug, slug and dispersed bubble to the bottom. This
effect can be observed in Fig. 7~a!. It should also be noted that as
tube diameter is reduced, bubble regime approaches plug regime
as reflected in Fig. 5 where transitionE separating bubble and
plug regimes is diminished with decreasing tube diameter. This is
because the bubble size becomes significant relative to the tube
size resulting in a regime with a thin liquid wall and a large vapor
core.

Since the proposed map accounts for the effect of surface ten-
sion, changes in transition boundaries due to the surface tension or
tube diameter for various regimes can readily be observed. This is
a major advantage of the proposed flow map, particularly for
smaller tube sizes.

Flow Map Comparison and Verification
Figures 7–10 compare the proposed flow map and transition

boundaries with selected sets of experimental data as well as flow
maps previously proposed by other investigators. As shown in
Figs. 7 and 8, regimes dominated by surface tension force are on
the lower right quadrant of the map. These include the plug, slug
and dispersed bubble regimes. As tube diameter size is reduced,
the surface tension/shear transition boundary extends upward.
Furthermore, for smaller diameter tubes, the proposed surface
tension/shear transition boundary separates with excellent accu-
racy surface tension dominated regimes~plug, slug, dispersed
bubble!from shear-dominated regimes~stratified, wavy, annular!.

The Taitel and Dukler@14# model, while appropriate for larger
diameter tubes, does not account for surface tension forces in its
analysis. For smaller tube sizes where surface forces are signifi-
cant, the Taitel and Dukler@14# model does not provide a good
prediction. In fact, as shown in Fig. 7~a!; the proposed transition
for annular/stratified is not even applicable since it was reported
that no stratified regime existed. The use of the proposed transi-
tion boundaries with those of Taitel and Dukler@14# provide a
substantial improvement in prediction of regimes in smaller tube
sizes. As shown in Fig. 7~a–e!, the model for surface tension-
dominated transition boundary proposed in this work provides a
good agreement with that of Barnea et al.@21# for air/water. For
R113 shown in Fig. 8~a–b!, however, the Barnea et al. model is
far less accurate. Furthermore, Barnea et al.@21# suggest that sur-
face tension forces affect only the stratified slug transition,
whereas the present proposed model shows that surface tension
force is also responsible for transition from annular to slug, plug
and dispersed bubble regimes, particularly in smaller tube sizes.

For a given working fluid in a small diameter tube, as the liquid
wets the inside walls of the tube, the meniscus forms more readily.
Smaller quantities of liquid will be needed for surface tension
force to dominate the flow regime. Accordingly, for the shear
force to dominate, the gas to liquid ratio must be relatively sub-
stantially higher. In such a situation, the liquid will be present as
mist and it neither exists in sufficient quantity to wet the surface
nor has sufficient time to spread and wet the inside of the tube.
Therefore it will not lead to meniscus formation. In general,

Fig. 9 Comparison of proposed transition boundaries in hori-
zontal tubes with flow map and regimes of Mandhane et al. †10‡
„Mandhane et al. regimes spelled in small letters …: „a… air
„20°C…Õwater „15°C… in 1 mm; and „b… R113 „143.9°C… in 4.76 mm.

Fig. 10 Comparison of proposed transition boundaries in
horizontal tubes with flow map and regimes of Tandon et al. †8‡
„Tandon et al. regimes spelled in small letters …: „a… air „20°C…Õ
water „15°C… in 1 mm; and „b… R113 „143.9°C… in 4.76 mm.
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surface tension forces are dominant at a relatively low ratio of
Vg,s /Vl ,s while shear forces are dominant at a relatively high ratio
of Vg,s /Vl ,s . As tube diameter is reduced, surface tension forces
become dominant even at a higher ratio ofVg,s /Vl ,s .

Figures 9~a–b! compare the map proposed in this work with the
model of Mandhane et al.@13#. The Mandhane et al.@13# map,
being based on a large pool of experimental data for larger tube
sizes, provides a scaling factor to correct the transition boundaries
for different working fluids. The Mandhane et al. model is only
approximately accurate for most applications and is marginally
accurate for smaller tube sizes and most refrigerants. It can be
noted in Fig. 9~a!that for air/water in a 1 mm tube, the Mandhane
et al. model provides a somewhat reasonable prediction. As
shown in Fig. 9~b!, for R113 in a 4.76 mm tube, the Mandhane
et al. model predictions are far less accurate.

A comparison of the proposed model with models of Breber
et al. @18# and Tandon et al.@19# was also performed. Since simi-
lar results were obtained for both Breber et al. and Tandon et al.,
for brevity a comparison of the proposed model is shown only
with the Tandon et al. model in Fig. 10~a–b!. Tandon et al.@19#
identify general zones based on their visual observations of a large
data pool for relatively larger diameter tubes. Breber et al.@18#
and Tandon et al.@19#, similar to Mandhane et al.@13#, do not
account for surface tension observed in smaller diameter tubes.
Although reasonable predictions are shown for larger tube sizes of
around 4.76 mm and larger, their proposed models deviate sub-
stantially for systems different from the data pool considered in
their models. This can be seen in Fig. 10~a! where the slug and
plug regimes are completely misidentified by Tandon et al. for
air/water flow in a 1 mm tube. The proposed model in this work,
on the other hand, provides a better prediction for the transition
between shear-dominated and surface tension-dominated regimes,
that is between annular and plug, slug and bubble.

Conclusions
This work proposes a new flow map for two-phase flow in

horizontal tubes by plotting Eq.~8! versus Eq.~16!. The flow map
as generically featured in Fig. 4 is particularly advantageous for
small diameter tubes where surface tension forces are more domi-
nant than shear forces. The model also shows the effects of sur-
face tension on all regime transition boundaries.

Equation~21! proposes the criteria for a new surface tension/
shear transition boundary based on a force balance accounting for
surface tension, shear and buoyancy forces. The proposed bound-
ary separates surface tension-dominated regimes that is, slug, plug
and bubble from shear-dominated regimes of misty, annular, wavy
and stratified. This boundary is particularly effective in small di-
ameter tubes of less than about 4 mm.

It is also suggested that a transition boundary previously pro-
posed by Griffith and Lee@10# for only annular to slug regimes, is
also applicable for annular to dispersed bubble regimes, particu-
larly for smaller tubes. The proposed model is compared with
existing experimental data and models. For smaller tubes, the pro-
posed model provides substantial improvement in regime identi-
fication.
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Nomenclature

A 5 area of flow, m2

B 5 as defined by Eq. 21
D 5 diameter, m~unless unit specified otherwise!
f 5 friction factor, for Re,2100, f 516/Re; for

Re>2100,f 50.079/Re0.25

F 5 force,N
g 5 gravity, m/sec2

G 5 mass flux, kg/m2.sec
h 5 height of liquid or gas, m, Eq.~4!
J 5 dimensionless gas velocity, Fig. 10
L 5 length of flow regime, m, Eqs.~17!, ~18!, and~19!
m 5 as defined by Eqs.~5! and ~24!
p 5 perimeter, m
P 5 pressure, N/m2

r 5 tube radius, m
SV 5 ratio of gas to liquid superficial velocities as defined

by Eq. ~8!
u 5 axial velocity of fluid, m/sec
V 5 superficial velocity, m/sec
x 5 quality, Eq.~13!
X 5 dimensionless Martinelli parameter, Eq.~1!
z 5 distance along the two-phase flow tube, m
a 5 void fraction
r 5 density, kg/m3

s 5 surface tension, N/m

Subscripts

eff 5 effective
g 5 gas
h 5 hydraulic
i 5 inside
l 5 liquid
o 5 original
r 5 radial
s 5 superficial

shear5 effect due to shear
capillary 5 effect due to surface tension

t 5 total
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Surface Chemistry and
Characteristics Based Model for
the Thermal Contact Resistance
of Fluidic Interstitial Thermal
Interface Materials
Microprocessor powers are increasing at a phenomenal rate, which requires very small
thermal resistance between the die (chip) and the ambient, if the current economical
methods of conduction and convection cooling are to be utilized. A typical thermal solu-
tion in flip chip technology utilizes two levels of thermal interface materials: between the
die and the heat spreader, and between the heat spreader and the heat sink. Phase change
materials and thermal greases are among the most prominent interstitial thermal interface
materials (TIM) used in electronic packaging. These TIMs are typically polymeric matrix
loaded with highly conducting filler particles. The dwindling thermal budget has neces-
sitated a better understanding of the thermal resistance of each component of the thermal
solution. Thermal conductivity of these particle-laden materials is better understood than
their contact resistance. A careful review of the literature reveals the lack of analytical
models for the prediction of contact resistance of these types of interstitial materials,
which possess fluidic properties. This paper introduces an analytical model for the ther-
mal contact resistance of these types of interstitial materials. This model is compared with
the experimental data obtained on the contact resistance of these TIMs. The model, which
depends on parameters such as, surface tension, contact angle, thermal conductivity,
roughness and pressure matches very well with the experimental data at low pressures
and is still within the error bars at higher pressures.@DOI: 10.1115/1.1388301#

Keywords: Contact Resistance, Heat Transfer, Materials, Packaging, Rheology

Introduction
Thermal management of microelectronics is becoming a bigger

challenge every day, particularly if the industry wants to push the
current economical methods of conduction and convection cool-
ing to its limits. A typical thermal solution of a microelectronic
system utilizes a thermal interface material~TIM! between the die
and the heat spreader, and between the heat spreader and the heat
sink. The thermal resistance of these TIMs is a major portion of
the thermal budget. A thermal interface material is used to reduce
the contact resistance (Rc) arising from the incomplete contact
between two solid surfaces. Thermal contact resistance is not only
important in microelectronics thermal management but also in
other applications such as, space vehicle systems and cryogenic
applications@1#. The reduction of the thermal contact resistance is
achieved by the use of various materials as TIMs, such as solder,
metallic foils, metallic coatings, elastomeric pads and etc@2–4#.
Another class of materials which are widely used, as TIMs are
particle laden polymeric interstitial materials which possess fluid
like properties@1,2#. Common examples of these types of materi-
als are thermal greases and phase change materials~PCM!. Ther-
mal greases and PCMs are typically polymeric materials loaded
with highly conducting filler particles. The effective thermal re-
sistance at the interface after inserting a TIM between the solid
surfaces will have two components: the bulk resistance (Rbulk) of
the TIM arising from its thermal conductivity, andRc between the
TIM and the adjoining solids as shown in Fig. 1. Considerable
amount of research, both analytical and experimental has been

done in the past on the modeling of contact resistance@2#. These
models and experiments have been very successful in explaining
the physics behind the phenomenon of contact resistance for bare
metal contacts, metallic foils, coatings and elastomers@2–4#. For
polymeric fluidic TIMs such as the greases and PCMs the thermal
conductivity is better understood than their contact resistance.
Thermal conductivity of these particle-laden polymeric interstitial
TIMs can be accurately predicted for various parameters such as,
the volume fraction and the thermal conductivity of the fillers by
different methods such as the percolation model@5#. Thermal con-
tact resistance of these interstitial materials possessing fluid like
properties is not very well understood@2#. Fletcher@6# introduced
a parameter to judge the performance of interstitial materials. This
parameter has two limitations:

1 it does not separateRc of the TIM with the substrate and
Rbulk of these TIMs

2 this parameter is empirical in nature

On the experimental front, one of the reasons for not separating
Rc and theRbulk of these TIMs is the inadequacy of most of the
experimental methods to measure the bond line thickness~BLT!
of these materials@4#. On the other hand there is no theoretical
tool available for the prediction ofRc of these interstitial poly-
meric TIMs @2# because the analytical models forRc available in
literature are based on solid mechanics@2#. These models use
properties such as, the hardness or the Young’s modulus for pre-
dicting Rc @2#. These models are not suitable for polymeric TIMs
because they posses fluidic properties. Therefore properties such
as, the hardness or Young’s modulus on which the current models
are based can not be defined for these types of TIMs. Another
peculiarity of these interstitial TIMs is that they stick to the sub-
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strate even without applying any external pressure, which sug-
gests that inter-atomic forces, which depend on the surface energy
difference between the substrate and the TIM are present.

This paper introduces an analytical model for the prediction of
Rc for this class of fluidic interstitial materials. This model is
based on the surface chemistry to account for the surface energy
difference and surface characteristics to account for the surface
roughness of the substrate. This model is further compared with
the experimental results. The experimental setup used was able to
separateRc andRbulk .

Modeling of Thermal Contact Resistance
Figure 1 schematically shows the origin of contact resistance. If

one applies a simple one dimensional heat conduction analysis to
the zone in Fig. 1, which gives rise to contact resistance an effec-
tive thermal conductivity of the contact zone arising due to the
roughness can be defined as@11#

kcontact5
2k1k2

k11k2
. (1)

Note that other researchers obtained same result by applying an
extensive heat conduction analysis to circular discs for solid spot
conductance@2#. Equation~1! reveals thatkcontact is the harmonic
mean thermal conductivity of the two sides. While derivingkcontact
for the contact zone in Eq.~1!, it was assumed that the real area of
contact is same as the nominal area of contact, but microscopi-
cally this is never the case@2#. The real area of contact is always
less than the macroscopic nominal area of contact@2#. Assuming
thatkcontactis given by Eq.~1!, Rc of any pair of materials, assum-
ing they are nominally flat and there is negligible contribution of
the trapped air to the interfacial heat transfer can be written as@11#

Rc5
k11k2

2k1k2
S Anominal

Areal
Ds, (2)

wheres is the rms roughness of the interface andAnominal is the
nominal area, andAreal is the actual microscopic area of contact.
The derivation ofRc in Eq. ~2! assumes a linear increase in the
observed contact resistance due to incomplete area of contact ver-
sus that calculated by assuming macroscopic nominal area. The
same relation has been derived by applying extensive analysis to
multiple spot conductance phenomena@2# in earlier publications.
The expression forRc in Eq. ~2! is independent of the material
type. For example whether side 1 and side 2 are phase change
materials or metal,Rc will be given by Eq.~2!. The trick is to find

the ratio ofAnominal andAreal. This ratio depends on the material
type and is different for different classes of materials. For ex-
ample, for bare metallic contacts under plastic deformation~no
TIM in between!this ratio is given by@2#

Anominal

Areal
5

H

P
, (3)

wherec is a constant,m the mean absolute slope,H the hardness,
P the pressure, andn is another constant. Similar relations have
been derived for elastic deformation of bare metallic contacts,
metallic foils, elastomeric TIM@2–4#, but a model for TIM such
as, PCM and grease is not available in the literature@2#. One of
the main reasons of difficulty in modelingRc of fluidic polymers
and metallic interface is that all the models forAnominal/Areal are
primarily based on either the theory of plastic or elastic deforma-
tion of surfaces@2#. Thus these models depend on properties such
as hardness or Young’s modulus, whereas for polymers possessing
fluid behavior these properties can not be defined.

These fluidic materials also have a distinct difference from
other TIMs in that they adhere to the substrate even in the absence
of external pressure. This adherence to the substrate indicates the
presence of inter-atomic bonding between the substrate and the
TIM, which is the result of the difference in the surface energy of
the two surfaces. The model developed in this paper is based on
this difference in surface energy. Keeping this in view, the surface
chemistry of polymer interfaces is briefly discussed here.

When a liquid or melt comes in contact with a solid surface, it
spreads out owing to the difference in the surface energy of the
liquid/melt and the solid substrate@7#. For a microscopically
smooth surface, a drop of liquid takes the shape as shown in Fig.
2~a!, whereu is the contact angle of the liquid on the substrate@7#.
u is given by the Young Eq.@7#

gLV cosu5gSV2gSL , (4)

wheregLV is the surface tension of the liquid in equilibrium with
its saturated vapor,gSV the surface tension of the solid in equilib-
rium with the saturated vapor of the liquid, andgSL is the inter-
facial tension between the solid and the liquid.gLV and gSV are

Fig. 1 Schematic showing the origin of contact resistance

Fig. 2 „a… Spreading of a liquid or melt on a microscopically
smooth solid surface; and „b… liquidÕmelt interface for notch in
the solidÕsubstrate.
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normally equal togL andgS respectively, wheregL andgS are the
surface energy of the solid and the liquid respectively@7#. With
this assumption, Eq.~4! is rewritten as

g1 cosu5g22g12, (5)

where 1 refers to the fluid/melt and 2 refers to the substrate. For a
microscopically smooth surfaceAreal and Anominal are same as
shown in Fig. 2~a!, as the liquid is covering the whole area under
it on the substrate. If there is a notch in the substrate, the fluid and
the substrate interface takes the form shown in Fig. 2~b!. The
notch considered in Fig. 2~b! is assumed to be conical in shape.
The shape of the fluid/substrate interface is governed by Eq.~5!
@7#. The shape of the dome in Fig. 2~b! is spherical@8#. The
surface energy of the fluid and the small radius of the notch give
rise to a capillary force. This capillary force will try to push the
liquid into the notch. The capillary pressure is given by@8#

Fc5
2g1 sin~u1w!

r 02x cotf
, (6)

whereFc is the capillary pressure,r 0 is the radius of the notch,x
the penetration depth of the liquid~shown in Fig. 2~b!!andf the
angle of the notch with the horizontal as shown in Fig. 2~b!. If it
is assumed that~1! the air is not allowed to escape, i.e., the notch
is not open to atmosphere,~2! ideal gas law holds for the trapped
air and,~3! the volume of the spherical dome is negligible com-
pared to the conical volume in which the air is trapped, then at
equilibrium the applied pressure and the capillary pressure bal-
ances the back pressure of the trapped air leading to the following
equation:

P1
2g1 sin~u1w!

r 02x cotf
5P0

r 0
3

~r 02x cotw!3 , (7)

whereP is the externally applied pressure, andP0 is the atmo-
spheric pressure. Equation~7! is a polynomial of third degree inx.
This equation can be solved forx. The area of contact of the liquid
with the substrate in the notch is the area of the frustum of the
cone of heightx as shown in Fig. 2~b!. This area can be written as

Areal5pAx21~x cotw!2~2r 02x cotf!. (8)

This is the area of the liquid in contact with the notch walls. The
area of the conical surface of the notch is given by

Anominal5pr 0Ar 0
2112, (9)

where 1 is the depth of the notch. Equations~8! and~9! will give
the ratio of theAreal andAnominal for the liquid in the notch. This
simple model for the notch will be applied to a real rough surface
later.

Figure 3 shows the ratio ofAreal andAnominal for various values
of u andf. The calculation in Fig. 3 are done forP5P0 andg1

of 4031023 N m21, which is the typical value for all polymers
@7#. The shape of the curve will remain same for different values
of P. This figure shows the dependence ofAreal/Anominal on the
notch dimension and the fluid contact angle. For example a larger
value of tan(f) for samer 0 means a rougher/bigger notch. This
could refer to a rough surface. Figure 3 shows thatAreal/Anominal is
substantially lower than 1 at atmospheric pressure. This figure can
be used to find the value ofAreal/Anominal at atmospheric pressure
for a typical polymer. Figure 3 also shows that behavior of the
curves change at tanf51. The behavior of the curves in Fig. 3 is
difficult to comprehend directly from Eqs.~7!, ~8!, and ~9!. To
understand the dependence ofAreal/Anominal on u and f an ap-
proximate solution ofx in Eq. ~7! can be obtained by using bino-
mial expansion on the right hand side of Eq.~7! by noting that for
small pressures such as, forP5P0 , x cotf is very small com-
pared tor 0 . This reduces Eq.~7! from a third-degree equation to
a quadratic equation as follows:

3P0

r 0
~x cotf!223P0~x cotf!12g1 sin~u1f!50. (10)

If it is further assumed that the quadratic term is negligible com-
pared to other terms in Eq.~10!, thenx is given by

x5
2g1 sin~u1w!

3P0 cotf
. (11)

Areal/Anominal calculated by the approximate solution from Eq.
~11! and that by exact solution from Eq.~7! are compared in Fig.
4 for two values ofu. Figure 4 shows that approximate solution
given by Eq.~11! is very close to the exact solution. Equation~11!
helps in understanding the dependence ofAreal/Anominalon various
parameters. For example at tanf51, andu50 deg and 90 deg,x
remains same as shown by Eq.~11!. Figure 3 obtained from the
exact solution shows thatAreal/Anominal is same foru50 deg and
90 deg for tanf51. Rest of Figs. 3 and 4 can be explained simi-
larly for other values of tanf andu with the help of Eq.~10!.

Equation~7! deserves a closer look in the context of composite
interfaces discussed in the classical treatment of interfaces of liq-
uids and solids@9#. In their treatment of rough surfaces, Johnson
and Dettre@9#, by applying basic thermodynamic principles con-
cluded that a fluid/solid interface changes its behavior from a
non-composite to a composite interface only ifu1f>180 deg.
They did not apply the capillary equation~Eq. ~7!! to arrive at this
conclusion. From Eq.~7! it is seen that foru1f5180 deg, the
capillary pressure is zero and for atmospheric pressure, no pen-

Fig. 3 Ratio of A real and A nominal obtained through exact solu-
tion for different values of f and u

Fig. 4 Comparison of the ratio of A nominal and A real calculated
by the exact solution and the approximate solution for different
values of f and u
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etration of the liquid will take place, which classically means that
the interface has changed from non-composite to composite@9#.
This indicates that either a very rough surface or a liquid with a
very high contact angle or a combination of both will not result in
any penetration of the liquid at atmospheric pressures. It is also
worth noting that any combination ofu1f.180 deg will result
in a negative backpressure. This indicates that a TIM with a large
u can give a very largeRc .

Application of the Notch Model to a Real Rough Sur-
face

A real surface looks like that shown in Fig. 5~a!. Figure 5~a!
shows the actual measurement of the surface profile of a bead
blasted surface. The measurement of successive points was done
at an interval of 2mm. This real surface profile is simplified for
analysis. The peaks and valleys are uniformly distributed for the
model surface as shown in Fig. 5~b!. The spacing of the peaks and
valleys in the model surface is assumed to be same as that ob-
tained from actual measurement. Furthermore it is also assumed
that the height of the peaks and valleys is same as the r.m.s rough-
ness obtained from the actual measured surface profile. With these
assumptions, the model surface is nothing but a series of notches.
Anominal/Areal for this model surface will remain same as that for
the single notch given by Eqs.~7!, ~8!, and~9!. Tan ~f! in Eqs.
~6!, ~7!, and~8! for the rough surface is given by

tanf5
s

r 0
(12)

and 15s in Eq. ~9!. It is to be noted here that the modeling of the
rough surface as series of notches has been done to simplify the
calculation ofAnominal/Areal as the idea in this paper is to show the
validity of the surface chemistry model. In rigorous terms one can
apply statistical arguments while calculatingAnominal/Areal for real
rough surfaces, as has been done for other models forRc @2#, but
this does not change the physics behind the surface chemistry
model introduced in this paper.

Measurement of the Surface Energy and the Contact
Angle

The surface energy of the TIMs and the copper substrate was
measured with standard 2 liquid method using water and methyl
iodide@7#. The surface energy is calculated by the geometric mean
method@7#, which gives:

~11cosu!gL52A~gLpgSp1gLdgSd, (13)

where the subscriptL refers to the liquid,S the substrate,p andd
refers to the polar and the dispersion component of the surface
energy, respectively@7#. The total surface energy is the sum of the
polar and the dispersion component@7#. In the two liquid tech-
nique, the material for which surface energy is being measured is
used as the substrate and the contact angle of Water and methyl
iodide (CH2I2) is measured on the substrate.gd and gp of the
water and CH2I2 are very well known@7#. Thus by measuring of
the contact angle of these two liquids and using Eq.~13!, gSp and
gSd can be calculated. For the PCMs considered in this paper the
surface energy was measured without melting the PCM. For most
of the polymers surface energy of the melt and liquid are nearly
same@7#. The surface energy has temperature dependence, but it is
normally very weak@7#. Keeping this in view, for the modeling of
the contact resistance, it is assumed that the surface energy of the
un-melted PCM is same as the melted one. Same method was
used to measure the surface energy of the copper blocks and sili-
cone based greases. The data on the measured surface energy and
its various components are shown in Table 1. For each surface
three measurements were taken and the data reported here is the
average of the three measurements.

Table 1 shows that various TIMs have approximately the same
surface energy. The values reported here match the typical values
of surface energy obtained on these types of polymers in the lit-
erature@7#. Due to the low value of surface energy, these materials
are also called low energy surfaces@7#. Copper and metallic sur-
faces are supposed to be high-energy surfaces. Their surface en-
ergy is normally of the order of 1 N m21 @7#. Table 1 shows that
this is not the case for the experiments considered here. Initially, it
was thought that there was some error in the measurement of the
surface energy of copper. Therefore, the experiments were re-
peated on other copper blocks, leading to the same conclusion.
Other research groups have found similar number for the surface
energy of copper@10#. The main reason for very low surface en-
ergy of copper is that it absorbs moisture, hydrocarbons and other
low energy materials as soon as it is exposed to the environment
owing to its high surface energy@7#. This absorption of low en-
ergy materials considerably reduces the surface energy of copper.
Table 1 also shows thatgp for all the TIMs and the copper is
negligibly small compared togd .

Contact angle of the PCM was also directly measured on the
copper substrate. The values are shown in Table 1. The PCM were
melted and the contact angle of the molten liquid was measured
by sessile drop method@7#. In this method a drop of the liquid is
dispensed on the substrate with the help of a syringe. The mea-
surement of the contact angle was done on the mirror finish cop-
per blocks as rough blocks can give rise to metastable contact
angle@7#, whereas the model developed here is based on intrinsic
contact angle~Eq. ~3!!, which is a thermodynamic property of the
interface@7#. Owing to the extremely high viscosity of the silicone

Fig. 5 „a… Actual measurement of roughness „in mm… on a
bead blasted rough block; and „b… modeling of a rough surface
as series of notches for the prediction of Rc .

Table 1 Surface energy of TIMs and the copper blocks, and
the contact angle of the TIMs on the copper block
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grease, the syringe for dispensing the drop of the grease could not
be used. For grease the contact angle on the copper substrate is
calculated by using Eq.~13! as all the required variables are
known as shown in Table 1. This indirect method of calculation of
the contact angle illustrates that if the direct contact angle mea-
surement is not possible, thengd andgp of the liquid/melt should
be measured and Eq.~13! should be used for the calculation of the
contact angle with different substrates. This method provides a
very strong tool for the calculation of the contact angle without
direct measurement of contact angle, asgd and gp of different
materials are normally available in the literature@7#. The calcu-
lated values ofq for PCM A and B are 49 deg and 0 deg respec-
tively. This does not compare very well with the measured value
of u, but this is not surprising as the measurement ofu is very
sensitive to various factors such as surface residue and etc.@7#.
This does not affect the results of the model adversely as the
cosine of 49 deg and 0 deg are very close to the cosine of the
measure measured values for material A and B respectively~Table
1! and the ratio ofAreal andAnominal for various roughness is also
not very sensitive tou for the combination of roughness and ma-
terial considered in this paper~Fig. 3 and Table 2!.

Experimental Program for the Measurement of Rc

The parameters which were studied in the experiments onRc
were as follows:~1! classes of materials, PCM versus Grease;~2!
roughness: highly rough~bead blasted!, machined surface, and
mirror finish; and~3! different thermal conductivity for the same
class of materials. The details of the experimental structure are
discussed by Prasher et al.@11#.

The experimental program is shown in Table 2. In the experi-
ment the following combinations of upper and lower blocks were
used:Rough/Rough; Machined/Machined; and Smooth/Smooth.

The blocks were made of copper. Experiments with spacers
were conducted to find out the thermal conductivity of the TIM.
The BLT ~Bond line thickness! of the TIM was measured using a
camera@12#. Contact resistance is obtained by using the following
equation:

R5
BLT

kTIM
1Rc112

, (14)

whereR is the total resistance, andRc112
is the sum of the contact

resistance of the TIM with both the upper and lower copper
blocks. The experiments were performed for different TIMs and
different roughness as discussed by Prasher et al.@11#. There were
two types of paraffin based PCM considered in this experiment.
The only difference between them is that PCMB has no fillers in
it, which results in a lowerk compared to TIMA, which has
conducting fillers in it. The silicone-based greases also have dif-
ferentk as shown in Table 2. In their earlier study Prasher et al.
@11# did not vary the pressure. For the current study contact resis-
tance of TIMA is also measured as a function of pressure for the
rough blocks.

Error Analysis
The error in the contact resistance with the help of Eq.~14! can

be written as@13#

DRc112

Rc112

5AS DR

R2BLT/kTIM
D 2

1
1

kTIM
2 S DBLT

R2BLT/kTIM
D 2

.

(15)

The error inR for the PCM is 331026 K m22 W21 and for the
grease is 231026 K m22 W21 @11#. For error analysis ofR, the
readers are advised to read reference@11# by Prasher et al.@11#.
The error in the BLT is 3.3m, which is size of the pixel of the
camera.

Comparison of Experimental Data With the Model
As discussed earlier for simplicity, the actual rough surface is

assumed to be an idealized rough surface of uniform peaks and
valleys, which are equally placed as shown in Fig. 5~b!. The suc-
cessive data points in Fig. 5~a! were measured at an interval of 2
m for the rough and the machined surfaces, and at 0.7m for the
smooth surface. The roughness was measured with the help of a
non-contact laser beam profilometer made by UBM corporation.
The resolution of the profilometer is 0.01mm if the measurement
area is 50mm and is 0.1mm if the measurement area is 500mm.
The radius of the cone in the model surface in Fig. 5~b! is as-
sumed to be 2m for the rough and machined surfaces, and 0.7m
for the smooth surface which are same as the measurement inter-
vals used to characterize the roughness of the rough and the
smooth blocks respectively by the profilometer. The height of the
peaks and the valleys is assumed to be same as the r.m.s rough-
ness of the surface.

Fig. 6 Comparison of the surface chemistry model with ex-
perimental results for Phase change materials

Table 2 Experimental program for the measurement of RC
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Owing to the very low thermal conductivity of TIMs compared
to copper, and with the help of Eq.~2!, Rc112

can be written as

Rc112
5S s11s2

2kTIM
D S Anominal

Areal
D , (16)

wheres1 ands2 are roughness of the two copper blocks. Figure
6 shows theRc112

data for the PCM at a pressure of 1 atm. The
data is plotted against the model as shown by Eq.~16!. Equations
~7!, ~8!, and~9! are used to calculate theAnominal/Areal. The model
developed in this paper is called the surface chemistry model.k
ands data are used from Table 2. The model matches very well
with the experimental data within experimental error. Figure 7
shows theRc112

results for different greases at a pressure of 1
atm. Again the model matches very well with the data. Figures 6
and 7 indicate that this model, which is based on the surface
chemistry and the characteristics is very successful in predicting
Rc for PCM and grease types of polymeric TIM, and is able to
explain the underlying phenomenon behindRc . The surface
chemistry model matches very well with the data in spite of the
fact that the roughness of the surface was modeled as uniformly
distributed peaks and valleys; thus notch model for surface rough-
ness is not a very bad assumption. Both Figs. 6 and 7 also show
the contact resistance results for the case whereAnominal/Areal
51. This model is called the complete wetting model, which
means that the TIM is completely able to wet the surface. This is
theoretically the lowest possible value of the sum of contact re-
sistances of the two interfaces in any sandwich of metal/polymer/
metal, and is given by

Rc112lowest
5

s11s2

2kTIM
, (17)

whereRc112lowest
is the lowest possible value of the contact resis-

tance. This assumes thatkTIM!kmetal. The complete wetting
model indicates that even ifAnominal/Areal51, Rc can be nonzero,
depending on thes andkTIM .

Figure 8 is the comparison of the surface chemistry model with
experimental data on PCMA for different pressures for the rough
blocks. The model matches very well at lower pressures but tends
to deviate slightly at higher pressures. At higher pressures, the
percentage error in BLT measurement is significantly higher as the
BLT is very thin. This could be one of the reasons of the deviation
of the model from the experimental data.

Conclusion
This paper introduces a novel model forRc of fluidic interstitial

polymeric TIMs. The model matches very well with the experi-
mental data. The model indicates that thermal contact resistance
of polymeric interstitial materials depends on surface tension and
the contact angle of the polymer, surface roughness of the sub-
strate, thermal conductivity of the polymer, and the pressure.
Roughness of the substrate, surface energy of the polymers and
the substrate, the contact angle of the PCM on the substrate, and
contact resistance were measured to validate the model. A method
is also suggested to indirectly calculate the contact angle of the
TIM with any substrate, in lieu of direct measurement of the con-
tact angle. Although the model is currently based on simplified
notch model for an actual rough surface, it is able to capture the
effects of various critical parameters, which affect the contact re-
sistance.
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Nomenclature

Anominal 5 nominal area~m2!
Areal 5 real area~m2!
BLT 5 bond line thickness~m!

c 5 constant in Eq.~3!
Fc 5 capillary pressure~N m22!
H 5 hardness~N m22!
k 5 thermal conductivity~W m21 K21!
l 5 depth of the notch~m!
n 5 constant in Eq.~3!
P 5 pressure

P0 5 atmospheric pressure~N m22!
PCM 5 phase change material

R 5 thermal resistance~K m2 W21!
r 0 5 radius of the notch~m!
Rc 5 thermal contact resistance~K m2 W21!

Rc112 5 sum of the thermal contact resistance with the up-
per and lower blocks~K m2 W21!

Rc112lowest 5 lowest theoreticalRc of any two materials~K
m2 W21!

TIM 5 thermal interface material
x 5 penetration depth of the TIM~m!

Greek

u 5 contact angle~rad!
f 5 angle of the notch with the horizontal~rad!
g 5 surface energy~N m21!
s 5 surface roughness~m!

Fig. 7 Comparison of the surface chemistry model with ex-
perimental results for Silicon based greases

Fig. 8 Rc of PCM A versus pressure for bead blasted rough
blocks
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DBLT 5 error in measurement of BLT~m!
DR 5 error in measurement ofR ~K m2 W21!

Subscript

1, 2 5 sides
d 5 dispersion component of surface energy
L 5 liquid
p 5 polar component of surface energy
S 5 solid or substrate
V 5 vapor
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Enhancing Small-Channel
Convective Boiling Performance
Using a Microporous Surface
Coating
Performance characteristics are experimentally determined for enhanced convective boil-
ing of FC-87 in a horizontal, small-cross-sectional-area, single-channel heater. The chan-
nel tested has a square cross section with a side length of 2 mm and a heated length of 8
cm. The heated surface of the channel is tested both with, and without, a microporous
surface coating. Although few studies have been performed to quantify the effects of
internal porous coatings on flow boiling, their application in this area is promising. The
coating is shown to provide increases in both heat transfer coefficient and critical heat
flux. Convective boiling curves are generated for mass fluxes from 500 to 5000 kg/m2s and
for inlet subcooling levels ranging from 2 to 31°C.@DOI: 10.1115/1.1388300#

Keywords: Boiling, Convection, Enhancement, Heat Transfer

Introduction
Heat removal in flow boiling can be classified either as boiling-

dominated or convection-dominated. Convection-dominated heat
transfer is a strong function of either mass flux or quality and a
weak function of heat flux. Boiling-dominated heat transfer is a
strong function of heat flux and a weak function of either mass
flux or quality. When dominated by boiling, heat transfer coeffi-
cients are generally higher than if boiling were not present. It is
desirable, therefore, to generate conditions that promote boiling
and avoid geometries that suppress it.

To increase the efficiency of flow boiling compact heat ex-
changers, research has been performed involving modification of
the flow passage surface geometry. This research includes studies
by Carey and co-workers on offset strip fins and ribbed channels
~Carey and Mandrusiak@1#, Mandrusiak and Carey@2,3#, Xu and
Carey @4#!, and Westwater and co-workers on offset strip fins
~Panitsidis et al.@5#, Chen et al.@6#, Chen and Westwater@7#!.
Offset strip fins or ribs in channels provide enhancement by con-
ducting heat away from the primary surface and by breaking up
the developing boundary layer on channel walls. However, results
from these studies indicate that these modifications can lead to
increased pressure drop, suppression of nucleate boiling, and un-
even flow distribution.

Channel Size Reduction. Flow boiling studies have shown
that small channels remove heat efficiently and support high heat
flux levels ~Lazarek and Black@8#, Orozco and Hanson@9#,
Moriyama and Inoue@10#, Wambsganss et al.@11#, Cornwell and
Kew @12#, Bowers and Mudawar@13#, Xia et al.@14#, and Am-
merman and You@15#!. Heat transfer coefficients are enhanced
with decreases in channel diameter, as long as channel dimensions
are not made too small. Some of these studies indicate the exis-
tence of a critical channel dimension where heat transfer perfor-
mance is maximized. In addition, boiling-dominated heat transfer
has been frequently observed in small channels. Reducing channel
size is a favorable method of enhancing performance compared
with modifying the channel geometry with the addition of fins or

ribs. This is because channel geometry modifications can lead to
negative impacts on performance, as mentioned previously.

Addition of Microporous Surface Coating. Porous surfaces
containing re-entrant-type cavity geometries have been shown in
several studies to enhance boiling heat transfer. Many commercial
enhanced surfaces have been shown to provide these geometries,
such as ECR-40 of Furukawa Electric, GEWA series of Wieland-
Werke, High-Flux of UOP, Thermoexcel series of Hitachi and
Turbo-B of Wolverine. As summarized by Thome@16#, studies
have shown that these surfaces provide boiling enhancement.

Systematic pool boiling investigations have been performed
with a microporous coating developed at the University of Texas
at Arlington to assess performance of various fluids and heater
configurations and to determine surface microstructure for opti-
mum boiling enhancement. O’Connor and You@17# tested a
0.51 cm31.65 cm flat heater with both a smooth and
microporous-coated surface immersed in saturated FC-72. Their
surface coating was a novel paint mixture composed of 3–10mm
silver flakes and thermal epoxy with isopropyl alcohol as a carrier.
The application of this coating in a 25mm layer reduced incipient
superheat by 85 percent, enhanced nucleate boiling heat transfer
coefficient by 70 to 80 percent, and increased CHF by nearly 110
percent. O’Connor et al.@18# developed and tested a dielectric
version of this boiling enhancement paint by substituting 8–12
mm diamond particles for the silver flakes. This dielectric coating
could be directly applied to the surfaces of immersion-cooled mi-
croelectronic devices. Chang and You@19,20#performed detailed
studies of paint composition including particle type and size, ep-
oxy type, and paint application method. These tests were con-
ducted on flat heaters immersed in saturated FC-72. Their results
showed that regardless of the particle and epoxy types tested, their
coatings reduced incipient superheat by 80 to 90 percent, in-
creased nucleate boiling heat transfer coefficient by approximately
330 percent, and raised CHF by approximately 100 percent com-
pared with a smooth reference surface.

The excellent performance of the coating results from an in-
crease in both the number of nucleation sites and the bubble de-
parture frequency. As initial vaporization occurs within the paint
structure, the embryonic bubble grows rapidly and vapor gener-
ated from one individual liquid-vapor interface is divided into
many tiny bubbles. The resulting effect at low heat fluxes is high
bubble departure frequencies and small bubble departure sizes

1Presently at Los Alamos National Laboratory, Los Alamos, NM 87545.
Contributed by the Heat Transfer Division for publication in the JOURNAL OF

HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 8,
1999; revision received February 12, 2001. Associate Editor: C. Beckermann.
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~,0.2 mm!. For untreated surfaces, bubble sizes of approximately
0.7 mm were observed. The increase in CHF is a result of the
persistence of isolated small bubbles adjacent to the heated sur-
face throughout the entire boiling curve, including just prior to
CHF. This contrasts with the observed behavior of the untreated
surface. Just prior to CHF, the untreated surface exhibited large
vapor bubbles and localized regions of film boiling.

Although few studies have been performed to quantify the ef-
fects of internal porous coatings on flow boiling, their application
in this area is promising. Thome@16# reported on two such stud-
ies. The first, by Czikk et al.@21#, was performed using liquid
oxygen, ammonia, and R-22 inside a vertically oriented 18.7 mm
diameter tube internally covered with the commercially available
High Flux coating. They reported that the heat transfer coefficient
for the porous-coated tube was insensitive to quality and mass flux
and was typically an order of magnitude greater than that for
smooth-tube data. Czikk et al.@21# also tested ammonia inside a
horizontally oriented porous-coated tube with a 25 mm outside
diameter. For this tube, however, they did report a mass flux de-
pendence on heat transfer. This might be expected due to the
relatively large tube diameter. The second study reported by Th-
ome @16# was performed by Ikeuchi et al.@22# who plated 0.115
mm diameter copper particles inside a 17.05 mm internal diameter
tube. Using R-22, their enhanced-tube heat transfer coefficient
was approximately 5 times better than plain-tube performance for
exit qualities between 70 and 95 percent. These studies indicate
that internal porous coatings can dramatically improve flow boil-
ing performance.

The present study is a continuation of a flow boiling investiga-
tion that examined enhancement mechanisms that do not require
the use of fins or ribs within the channel. Previously, Ammerman
and You @15# reported on heat transfer enhancement generated
simply by reducing channel cross-sectional area. In the investiga-
tion described here, enhancement is obtained with the application

of a thin, microporous surface coating. A single-channel test sec-
tion is examined to prevent the dynamics of multiple-channel in-
teraction from confounding the test results. Average heat transfer
coefficients, as well as test section pressure drop, are measured for
two-phase operation. Tests are conducted to examine the effects of
velocity, subcooling, and heater surface condition on heat transfer
and pressure drop performance. The present research using a
small channel diameter combined with a dielectric working fluid
is relevant to electronics cooling applications.

Experimental Apparatus and Procedure
The closed-loop flow boiling test facility used for this experi-

mental effort is shown in Fig. 1. A shell-and-tube heat exchanger
is used both as a condenser and as a working-fluid reservoir. Fluid
passes from the condenser through a variable-speed pump fol-
lowed by a filter. Fluid flow rate can be measured with either a
variable-area flowmeter~0.005 to 0.04 lpm!or a turbine flowme-
ter ~0.04 to 2 lpm!. Upon exiting the flowmeter, the fluid passes
through three pre-conditioning heaters that enable control of test
section inlet quality. Fluid then passes through the test section and
flows back to the shell side of the condenser, completing the loop.
The tube side of the condenser is connected to a chiller. The
condenser is also connected to a degassing tank that is equipped
with a cartridge heater. The degassing tank is used to aid in de-
gassing the test fluid and to set the reference pressure for the
facility. More detailed information regarding the design of this
loop can be found in Ammerman@23#.

Description of Single-Channel Test Section. A 2 mm,
square cross-section channel was investigated. The heated section
of this channel was 8 cm in length and was oriented horizontally.
Joule heating was supplied along the length of the lower channel

Fig. 1 Flow boiling test facility
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wall with a thin-film resistive heater. Thermocouples were in-
stalled to enable the measurement of local wall and fluid tempera-
tures within the channel.

A thin-film resistive heater was sputtered directly onto a silicon
substrate. The silicon substrate measured 8 mm wide by 86 mm
long by 0.5 mm thick, as shown in Fig. 2. A mask was applied
exposing the silicon where the heater and bus bars were to be
sputtered. The width of the heater layer corresponded to the chan-
nel width. After the heater layer had been applied, copper was
sputtered onto the top, ends, and bottom of the 3 mm end sections
to act as bus bars. The heater was instrumented with five, 30
gauge, type-T thermocouples attached to the bottom side of the
silicon substrate. The thermocouples were evenly spaced 20 mm
apart across the 80 mm heated length and were attached using
titanium putty. For steady-state operating conditions, the esti-
mated temperature difference between the heated surface and the
bottom side of the substrate was negligible.

The test section was made using a ‘‘sandwich’’ design with
multiple layers, as shown in Fig. 3. The silicon heater rested on a

neoprene gasket layer in the middle of the test section. This gasket
layer had a narrow section removed to allow the heater thermo-
couple wires to pass through the bottom of the test section and to
allow the electrical leads to reach the heater. The thin, flat, copper
electrical leads were placed between the bottom of each end of the
silicon heater and the neoprene gasket. The leads were held in
place with mechanical force. Beneath the neoprene gasket was a
lexan base plate. This base plate also had a narrow section re-
moved to allow wires to pass through to the silicon heater. Above
the silicon heater was a lexan flow channel sheet. This sheet had a
thickness equivalent to the channel width and had the flow chan-
nel cut out of its center. This sheet, therefore, formed the flow
channel side walls.

On either end of the flow channel were inlet and outlet plenums
also cut out of the flow channel sheet. Above the flow channel
sheet was a lexan plate. This plate formed the top wall of the flow
channel. Five, 1 mm holes were drilled into the top of this plate to
accommodate 30-gauge, type-T thermocouples. The thermocouple
beads were mounted flush with the inner wall of the plate. The
holes were sealed with silicone. These thermocouples were lo-
cated directly above the heater thermocouples, thus enabling local
heat transfer coefficient measurements. Two aluminum plates
were bolted above and below this stack to provide rigidity to the
test section. More information about the design of test section can
be found in Ammerman@23#.

Microporous Surface Coating. The small-channel heater
was tested both with, and without, the application of a mi-
croporous surface coating. The coating consisted of enhancement
particles, a binder, and a carrier. The coating used in this study is
the ‘‘DOA’’ coating characterized by Chang and You@19# with
methyl-ethyl-ketone~MEK! as a carrier instead of alcohol. The
particles were 8–12mm industrial diamond powder. Diamond is
electrically non-conducting which enables the particles to be at-
tached directly to the thin-film heater. The binder is Omega 101
epoxy and is used to glue the particles to the heater. The carrier is
MEK, which evaporates quickly after application leaving only the
particles and the binder on the surface. A uniform layer was ob-
tained by dripping the paint onto the heater surface and gently
shaking the heater from side-to-side to evenly distribute the paint.
This painting method resulted in a coating thickness of approxi-
mately 100mm. From SEM images of the coating, Chang and You
@19# observed a wide range of pore sizes with a maximum on the
order of the particle diameter. They were unable to measure po-
rosity of the coating directly but did estimate porosity of the dia-
mond power alone to be 41 percent. Additional details on the
mixing and application of this coating are given by Chang and
You @19#.

Chang and You@20# also investigated alternate painting meth-
ods and performed both durability and adhesion tests. To make the
enhancement coating more widely applicable, a spray method of
application was developed. The epoxies investigated by Chang
and You@20# were selected because they are known to be inert to
toxic chemical attack. Durability tests showed little or no degra-
dation in coating performance. Adhesion tests revealed that the
coatings have a strong bond strength based on accepted ASTM
test methods.

Uncertainty Analysis. A single-sample uncertainty analysis
was performed for the test facility and test section based on the
method of Kline and McClintock@24#. For the calculation of heat
flux uncertainty, the uncertainties in the following parameters
were considered: voltage~60.009 percent!, current~60.86 per-
cent!, heater surface area~63.5 percent!. To estimate heat losses
to external surroundings, a two-dimensional, steady-state conduc-
tion solution was obtained for the test section~perpendicular to
the flow! using a finite-difference-based conduction code. This
heat loss calculation was conservative assuming a surface heat
flux of 500 W/cm2, which resulted in a heater surface temperature
of 250°C. The external heat loss for this condition was estimated

Fig. 2 Thin-film heater on silicon substrate

Fig. 3 Drawing of single-channel test section
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to be less than 1 percent of the total heat dissipated within the
channel. Heat loss through the 30 gage, insulated, thermocouple
wires was negligible. Detailed calculations for this uncertainty
analysis can be found in Ammerman@23#. The results of this
analysis are shown in Table 1.

To ensure that no significant measurement variation existed be-
tween the ten, test section thermocouples, a qualification run was
performed for each heater. The flow loop was allowed to remain
idle for a minimum of 12 hours. The data acquisition system was
then used to record and average 30 readings from each of the five
test heater thermocouples and the five channel fluid thermo-
couples. The maximum variation in the average of these 30 tem-
perature readings from thermocouple to thermocouple was within
0.1°C.

Test Procedure. The liquid chosen for this convective boiling
study was FC-87. Relevant properties for FC-87 are listed in Table
2 ~Fluorinert Product Manual@25#!. Liquid FC-87 can absorb a
significant volume of air at atmospheric conditions. Hong et al.
@26# showed that dissolved gas could greatly affect boiling heat
transfer coefficient. For this study, therefore, the FC-87 was de-
gassed prior to each series of experimental runs. Information on
the degassing procedure can be found in Ammerman@23#.

Two runs were performed for each flow velocity/inlet subcool-
ing test case. Prior to the initiation of a test run for a new case, the
pump flow rate was adjusted to provide the desired test section
velocity and the pre-heaters were turned on and adjusted to pro-
vide the desired level of inlet subcooling. Volume flow rate, test
section inlet temperature, and other temperatures within the loop
were monitored until steady-state conditions were achieved~typi-
cally around 30 minutes!.

Steady state was achieved using a computer program that incre-
mentally advanced the heat flux to the test section and monitored
test section temperatures. Upon advancing the heat flux, the pro-
gram continuously monitored heater temperatures for 60 seconds
to watch for burnout due to overheating. The program was de-
signed to shut the power supply off in the event of dryout or CHF.

At the end of this 60 second period, the monitored temperature
readings were averaged. Then the program continuously acquired
and averaged heater temperatures for subsequent 20 second dura-
tions. At the end of each monitoring period, all five average tem-
peratures were compared with the averages from the previous
monitoring period. When all five values were within 0.2°C of their
previous values, steady state was assumed to be achieved. Upon
reaching steady state, detailed temperature, pressure, and heat flux
readings were acquired and written to an output file. After record-
ing output, the heat flux was advanced and the cycle was repeated.
Upon occurrence of CHF, a waiting time of at least 5 minutes was
allowed prior to initiation of the second run for a given case.

Critical heat flux was assumed to occur when the temperature
measured with any one of the five test heater thermocouples in-
creased by 15°C or more for a corresponding increase in heat flux
~approximately 1 to 2 W/cm2!. In these circumstances, tempera-
ture increased steadily, not achieving a steady-state condition.
These increases represented significant departures from the tem-
perature versus heat flux trend for a given run. For a normal
operating condition in the convective boiling regime, the typical
increase in temperature for an increase in heat flux was approxi-
mately 1 to 2°C. This definition of CHF includes cases where
local dryout within the flow channel may have caused the heater
temperature excursions instead of the classical vapor blanketing of
the heater. The value for CHF was computed by adding one-half
of the heat flux increment to the heat flux value from the steady-
state point just prior to CHF. Data shown for each channel are
averages of the CHF values for each of the two runs executed.

All tests were conducted with the degassing tank vented to
atmospheric conditions~via the degassing tank condenser!. This
plumbing configuration resulted in a test section exit reference
pressure of approximately 100 kPa for all tests. As test section
pressure drop increased during the course of a run~due to in-
creased vaporization!, test section inlet pressure would rise. This
increase in pressure drop required a corresponding increase in
pumping power to maintain a constant flow rate. During a test run,
therefore, the flow rate was monitored and adjusted as necessary
to maintain a constant flow to the test section. The increase in test
section inlet pressure during the course of a run also affected the
inlet subcooling level. Maintaining a constant test section inlet
temperature while allowing inlet pressure to increase resulted in a
corresponding increase in inlet subcooling level during the run.

Results and Discussion
The effects of flow velocity, inlet subcooling, and surface coat-

ing on heat transfer and pressure drop were examined. The small
channel was horizontally oriented and had a square cross section,
therefore, the channel side length also represented hydraulic di-
ameter. Three different mass fluxes were investigated. These mass
fluxes were 500, 2,000, and 5,000 kg/s•m2, which corresponded to
single-phase flow velocities of 0.31, 1.25, and 3.15 m/s, respec-
tively. Three levels of inlet subcooling were examined at each
flow velocity. Inlet subcooling was defined as the difference be-
tween the saturation temperature~evaluated at the inlet pressure!
and the actual inlet temperature. As mentioned previously, inlet
pressure typically increased during the course of a run due to
increasing test section pressure drop. The inlet subcooling level,
therefore, was calculated at the beginning of a run prior to the
initiation of test section heating. At a velocity of 0.31 m/s, the
subcooling levels examined were 2, 12, and 22°C. At a velocity of
1.25 m/s, subcooling levels examined were 3, 15, and 24°C. At a
velocity of 3.15 m/s, subcooling levels examined were 9, 21, and
31°C. During a typical run, inlet temperatures were kept to within
approximately61°C.

Pressure drop values for the cases tested at a velocity of 0.31
m/s were less than 5 kPa which were below the measure-
ment resolution of the diaphragm installed in the pressure trans-
ducer. These pressure drop data, therefore, are not available for
comparison.

Table 1 Convective boiling uncertainty results

Table 2 Saturation properties of FC-87 at 1 atm „Fluorinert
Product Manual †25‡…

Journal of Heat Transfer OCTOBER 2001, Vol. 123 Õ 979

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Single-Phase Results. Single-phase pressure drop and heat
transfer characteristics were determined for the uncoated channel.
Test section pressure drop along with local and average heat trans-
fer coefficients were measured at combinations of low heat flux,
high inlet velocity, and high inlet subcooling levels to avoid
vaporization.

Single-phase pressure drop data were acquired at Reynolds
numbers ranging from approximately 5,000 to 16,000. These ex-
perimental, single-phase pressure drop data were larger than those
predicted based on the Moody friction factor for turbulent flow in
smooth pipes. This is due to difficulties in instrumenting the test
section, which caused the measured pressure drop to include ef-
fects of additional losses~four 90 deg elbows, an area reduction,
and an area expansion!. A loss factor was estimated to provide the
best match between the experimental and predicted pressure drop.
Using the estimated loss factor, all of the experimental pressure
drop data were corrected to remove the effects of the inlet and
outlet losses.

Single-phase, local, heat transfer data were measured for each
of the channels. There was good agreement between the local and
average heat transfer coefficients. This agreement is indicative of
a minimal thermal entry region, which is typical for turbulent
flow. In addition, the single-phase heat transfer data compared
favorably with the single-phase correlation of Xu and Carey@4#
for flow of methanol and n-butanol in small, rectangular, cross-
ribbed channel with one wall heated. Additional information con-
cerning single-phase pressure drop and heat transfer can be found
in Ammerman@23#.

Microporous Coating Effect on Convective Boiling. As
mentioned previously, porous surface coatings have been shown
in several studies to enhance boiling heat transfer. Test results of a
coated surface~1 cm by 1 cm! pool boiling in saturated FC-87
revealed significant heat transfer enhancement over the entire
boiling curve, as illustrated in Fig. 4~Chang and You@27#!. Three
important characteristics of the boiling curve were affected:~1!
boiling incipience superheat was reduced by 75 percent,~2! nucle-
ate boiling heat transfer coefficient was increased by over 300
percent, and~3! CHF was increased by 50 percent.

Comparison of Uncoated and Coated 2 mm Channels.
Subcooled convective boiling curves are shown for the uncoated,
2 mm channel in Fig. 5 for different velocities and various levels
of subcooling. These data are plotted on the traditional boiling
axes of heat flux versus wall superheat. Heat flux values for this,
and subsequent plots, are the average over the heater surface. Wall
superheat for this, and subsequent plots, is defined as follows:

DTsat5T̄wall2Tsat,m , (1)

whereT̄wall is the average heater wall temperature andTsat,m is the
average of the saturation temperature at the test section inlet and
outlet. Critical heat flux values in units of W/cm2 are supplied in
the legend in parentheses for each case on this and subsequent
plots of boiling curves.

Each boiling curve in Fig. 5 has two fairly distinct heat transfer
regimes as indicated by the two different boiling curve slopes. The
lower slope corresponds to prevalence of the single-phase, liquid
convection regime. The positive change in slope indicates the on-
set of boiling. The region with higher slope primarily corresponds
to subcooled boiling. The 0.31 m/s data also include regions of
saturated boiling.

There is minimal subcooling effect on the 0.31 m/s data in the
subcooled boiling regime. This low impact of subcooling indicates
that boiling dominates convection. In general, the effects of ve-
locity and subcooling on convective boiling are prevalent in the
single-phase and subcooled boiling regions. In the absence of ve-
locity, however, subcooled boiling curves will have a tendency to
collapse. Apparently, the 0.31 m/s velocity is too low in this chan-
nel to significantly impact the subcooled boiling region.

The subcooling effect is more obvious in the 1.25 and 3.15 m/s
data as seen in Fig. 5. At these velocities, convection is playing a
substantial role in overall heat dissipation. Also noticeable in these
data is the positive effect of velocity and subcooling on CHF.

A plot of coated, 2 mm channel boiling curves for all velocities
and subcooling levels tested is shown in Fig. 6. The coated-
channel data show a remarkable insensitivity to velocity and sub-
cooling effects. This insensitivity indicates that the heat transfer
performance is primarily boiling dominated. The coating provides

Fig. 4 Pool boiling performance of microporous coating in
saturated FC-87 Fig. 5 Convective boiling curves for the uncoated channel

Fig. 6 Boiling curves for the coated channel at all velocities
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such a large number of active nucleation sites that there is no
place on the heater surface where traditional convection can take
place. The competition between convection and boiling begins to
become evident at 3.15 m/s, however, as indicated from the slight
variation in coated-channel boiling curves versus level of subcool-
ing at this velocity. As mentioned previously, the coating thickness
for the 2 mm channel was approximately 100mm. The slope of
these boiling curves, therefore, is adversely affected by the added
conductive resistance of the coating layer.

Also shown in Fig. 6 is a solid line representing the pool boil-
ing data of Chang and You’s@27# coated 1 cm by 1 cm flat heater.
This pool boiling curve’s agreement in magnitude and slope with
the convective boiling data further support the presence of
boiling-domination within the coated channels.

A side-by-side comparison of boiling curves for the uncoated
and microporous-coated channels are shown in Fig. 7 at a velocity
of 0.31 m/s. Considerable enhancement can be seen in both heat
transfer coefficient and CHF due to the application of the mi-
croporous coating. At a heat flux of 20 W/cm2, for example, heat
transfer coefficient is doubled. Widespread boiling for the coated
channels occurs at much lower wall superheats~3 to 5°C! as com-
pared with those of the uncoated channel~15 to 20°C!.

Boiling curves for uncoated and coated channels are shown for
a velocity of 1.25 m/s in Fig. 8. The coated channel shows sub-
stantial heat transfer and CHF enhancement over the uncoated
channel. At a heat flux of 30 W/cm2, for example, the coated-
channel heat transfer coefficient is approximately 1.5 times that of

the uncoated. As in the case of the 0.31 m/s data, widespread
boiling occurs at much lower wall superheats for the coated chan-
nel, even though it is primarily within the subcooled boiling re-
gime.

Pressure drop data for the uncoated and coated channels at 1.25
m/s is shown in Fig. 9 versus heat flux. The effects of measure-
ment uncertainty in pressure drop are evident in this figure. The
presence of the coating does not have much, if any, of an effect on
pressure drop for subcooling levels of 15 and 24°C. For the 3°C
subcooled case, however, the coated-channel pressure drop ex-
ceeds that of the uncoated channel in the lower heat flux range.
Test results showed that the test section exit quality for this sub-
cooling level is primarily saturated. Boiling occurring at a lower
heat flux combined with saturated conditions within the channel
results in a larger void fraction in the coated channel. This in-
creased vapor volume results in a higher contribution from accel-
eration to the total pressure drop in the lower heat flux region. As
boiling becomes more widespread within the uncoated channel, its
pressure drop begins to approach that of the coated channel.

Based on a qualitative comparison of heat transfer and pressure
drop, application of the coating clearly provides an advantage. For
higher subcooling levels, significant heat transfer enhancement is
accompanied by little or no pressure drop penalty. The widespread
subcooled boiling generated by the presence of the coating does
not increase void fraction because boiling vapor is rapidly con-
densed. At 3°C subcooling, however, early initiation of boiling
results in an immediate increase in pressure drop, tending to di-
minish the advantage of the heat transfer enhancement.

Boiling curves for uncoated and coated channels are shown in
Fig. 10 for a velocity of 3.15 m/s. The single-phase regions in Fig.
10 are comparable, as expected. The single-phase region for the
coated-channel cases is followed by a gradual transition to sub-
cooled boiling ~indicated by the minor change in slope! which
provides modest enhancement in heat transfer over the uncoated-
channel cases. For the 9°C subcooled case at 30 W/cm2, for in-
stance, the coated-channel heat transfer coefficient is approxi-
mately 1.4 times that of the uncoated channel. This enhancement
is diminished relative to that seen for lower velocities. This reduc-
tion in enhancement is a result of the increase in efficiency of the
uncoated channels with increasing velocity. As seen in Fig. 6, the
coated-channel data are relatively insensitive to velocity effects.
The uncoated-channel data, however, show a steady increase in
heat transfer rate with increasing velocity~Fig. 5!. Once sub-
cooled boiling is established in the uncoated channels, their
boiling-curve slopes exceed those of the coated channel curves. At
a wall superheat of approximately 30°C, this difference in slope
causes the uncoated heat transfer rate for the 31°C subcooled case
to exceed the coated heat transfer rate.

Fig. 7 Boiling curves showing coating effects at 0.31 m Õs

Fig. 8 Boiling curves showing coating effects at 1.25 m Õs

Fig. 9 Pressure drop for the uncoated and coated channels at
1.25 mÕs
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This transition in heat transfer superiority from the coated to the
uncoated channel may be due to a combination of two effects.
First, boiling dominance within the coated channels suggests that,
for a given heat flux, wall superheat has a fixed value regardless
of velocity ~within the velocity range tested!. Alternatively, con-
vection dominance within the uncoated channels results in a heat
transfer dependence on velocity~and subcooling!. For a given
heat flux, therefore, wall superheat within the uncoated channel
will continue to decrease as velocity increases, thus shifting the
boiling curves to the left. Secondly, the coating layer becomes an
added conductive resistance in the heat path. This added resis-
tance has the effect of decreasing the boiling curve slope. Mini-
mizing the coating thickness, therefore, is desirable.

A comparison of uncoated- and coated-channel pressure drop
for 3.15 m/s is shown in Fig. 11 versus heat flux. A general trend
can be seen in which the coated channel pressure drop departs
from its single-phase value at lower heat fluxes than the uncoated
channel due to early initiation of boiling. This was also observed
in Fig. 9 for the 1.25 m/s case. There is a noticeable single-phase
pressure drop difference between the uncoated and coated chan-
nels. It is possible that the application of the porous coating
roughens the surface causing an increase in the turbulent friction
factor.

A qualitative comparison of heat transfer and pressure drop
indicates that addition of the coating produces only minor benefits
at this velocity. At heat fluxes below 20 W/cm2, boiling is sup-
pressed and no heat transfer benefit is seen for the coated chan-

nels. Between approximately 20 and 40 W/cm2, the coated chan-
nels appear to have an advantage as long as increases in pressure
drop do not occur. At heat fluxes above 40 W/cm2, the benefit of
the coating appears to come only in the form of increased CHF.

Critical Heat Flux. The microporous coating effect on CHF
can be seen in the comparison plots shown in Figs. 7, 8, and 10.
The CHF values shown for each channel are averages of the CHF
values for each of the two runs executed. The increase in CHF due
to application of the coating ranged from approximately 14 to 36
percent. This is somewhat less than the 50 percent achieved by
Chang and You@27# for their flat heater in pool boiling~Fig. 4!.
This is not surprising since a limited amount of liquid exists
within the small-diameter channel.

The coated-channel CHF data were compared against the CHF
correlation developed for the uncoated-channel data by Ammer-
man and You@15#:

qmax

Ghf g
50.45WeD

20.37~2xi !
0.1S rg

r f
D 0.6

, (2)

whereqmax is the critical heat flux,G is the mass flux,hf g is the
latent heat of vaporization, WeD is the Weber number based on
channel hydraulic diameter,xi is the equilibrium inlet quality, and
rg and r f are the vapor and liquid densities, respectively. This
correlation performed well in illustrating the trend of the coated
channel data. A better fit for the coated channel data was found by
increasing the leading constant in Eq.~2! by a factor of 1.15 as
follows:

qmax

Ghf g
50.52WeD

20.37~2xi !
0.1S rg

r f
D 0.6

. (3)

The coated-channel CHF data are plotted against this prediction in
Fig. 12. The added factor of 1.15 represents the mean, approxi-
mate CHF increase of the coated-channel data relative to the
uncoated-channel data for the conditions tested.

Summary and Conclusions
An experimental investigation into convective boiling heat

transfer enhancement was performed. The purpose of this investi-
gation was to develop a fundamental understanding of the advan-
tages and disadvantages of application of a microporous coating
to the boiling surface. The present research using a small channel
diameter combined with a dielectric working fluid is directly ap-
plicable to electronics cooling. The following conclusions are
made:

1 Application of the microporous coating produced consider-
able heat transfer enhancement for nearly all conditions tested.

Fig. 10 Boiling curves showing coating effects at 3.15 m Õs

Fig. 11 Pressure drop for the uncoated and coated channels
at 3.15 mÕs

Fig. 12 Coated-channel critical heat flux correlation
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Similar to the pool boiling case shown in Fig. 4, use of the coating
in convective boiling resulted in initiation of boiling at lower wall
superheats, increased heat transfer coefficients, and elevated CHF
levels. Based on previous pool boiling studies, the present authors
theorize that the mechanism of enhancement attributable to the
coating is the increase in number of nucleation sites and bubble
departure frequency. Thus, the coating provides a means of ex-
tending the range over which boiling dominates convection.

2 Application of the coating produced remarkable heat transfer
insensitivity to variations in velocity and subcooling. For the un-
coated channel, however, the heat transfer performance steadily
increased with increases in velocity, eventually surpassing the per-
formance of the coated channel. The coated channel’s insensitivity
to velocity effects, therefore, is a benefit that diminishes with
increasing flow velocity.

3 Comparisons of heat transfer and pressure drop revealed that
benefits of the coating are optimum at higher subcooling levels
where subcooled boiling prevails. Even though subcooled, the
presence of the additional nucleation sites promotes widespread
boiling at lower wall superheats. The vapor generated from these
sites is quickly condensed due to subcooling, however, and leads
only to minor impacts on pressure drop. For these subcooled boil-
ing cases, the coating provides a significant, penalty-free heat
transfer enhancement. This attribute of the coating makes it supe-
rior to current compact heat exchanger enhancement methods
such as the addition of fins or ribs inside channels.

4 Application of the coating provided favorable enhancement
in CHF. The increase ranged from 14 to 36 percent, which is
slightly lower than the pool boiling CHF enhancement of 50 per-
cent shown by Chang and You@27#.

Nomenclature

D 5 channel hydraulic diameter~m!
G 5 mass flux~kg/m2s!

hf g 5 latent heat of vaporization~J/kg!
qmax 5 maximum heat flux~W/cm2!
Tsat,m 5 mean saturation temperature at channel inlet and exit

~°C!

T̄wall 5 average heater wall temperature~°C!
DTsat 5 wall superheat based on saturated fluid conditions~°C!
WeD 5 Weber number based on channel diameter (G2D/r fs)

xi 5 equilibrium inlet quality

Greek Symbols

r f 5 liquid density~kg/m3!
rg 5 vapor density~kg/m3!
s 5 surface tension~N/m!
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Simultaneous Heat and Mass
Transfer in Film Absorption With
the Presence of Non-Absorbable
Gases
Numerical solutions are presented for the effect of a non-absorbable gas on the heat and
mass transfer rates during the absorption of water vapor by a falling laminar smooth film
of an aqueous lithium bromide or aqueous lithium chloride solution (absorbent). The
geometry consists of a vertical channel with two walls, one of which is isothermal and the
other adiabatic. The liquid film of an absorbent flows down over the isothermal wall,
while a mixture of water vapor and air flows between the liquid free-surface and the
adiabatic wall. The whole system is kept under vacuum pressure. Water vapor is absorbed
by the film and air is the non-absorbable gas. The momentum, energy, and concentration
equations are written with a set of interfacial and boundary conditions and solved nu-
merically for the two phases. Variable property effects are included, as well as the inter-
facial shear. Heat and mass transfer results are presented over a wide range of inlet air
concentrations. The average mass fluxes showed a continuous reduction with an increase
in the amount of air for a concentration of air as high as 40 percent by weight. But the
local mass fluxes showed a different behavior from the absorption of a pure vapor case.
The decrease was much higher at the entrance than in a pure vapor case. The numerical
results are in good agreement with the experimental data available for lithium chloride.
The model has promise as means of predicting the heat and mass transfer characteristics
of falling film absorber. @DOI: 10.1115/1.1370523#

Introduction
Absorption of vapors or gases into a falling liquid film is an

important chemical process for many applications and has been
studied widely in chemical technology. It is complicated by the
hydrodynamics of the film, the heat generated at the interface, the
equilibrium relation, and the presence of a non-absorbable gas in
the gas phase. Usually the liquid~absorbent!has a strong affinity
for the vapor~adsorbate!, and the driving potential for the absorp-
tion is the difference between the adsorbate pressure and the vapor
pressure of the absorbent corresponding to its concentration and
temperature. The heat generated in this exothermic process causes
a temperature gradient in both phases and increases the vapor
pressure of the solution. Consequently the absorption rate is
reduced.

Previous Work
Two types of investigations have been performed in the field of

film absorption. One is concerned with the isothermal film absorp-
tion, i.e., the heat of absorption generated in the process is small
and the process can be considered isothermal. The other is exo-
thermic, i.e., the effect of heat transfer cannot be neglected. The
high heat of absorption is a result of non-ideal mixing. This usu-
ally happens when highly polar molecules are absorbed such as
water and ammonia or Libr water vapor, so the coupling between
heat and mass must be considered. Studies of the effect of non-
absorbable gases on the heat and mass transfer in film absorption
is relatively little in the literature, but much has been published on
the effect of non-condensibles in film condensation because of its
importance in power plants. It is worth noting the difference be-
tween film absorption and film condensation. The condensation
problem requires only temperature-pressure equilibrium relation

at the interface; whereas the absorption problem requires concen-
tration, temperature and pressure condition equilibrium at the
interface. This extra condition significantly complicates the
problem.

Nakoryakov and Griger’eva@1# were the first to model the si-
multaneous heat and mass transfer in film absorption. In their
model they assumed a linear temperature profile across the film.
To obtain a similarity solution they assumed a uniform velocity
profile across the film; essentially, this assumption overestimates
the bulk temperature and concentration on the liquid. Later in@2#
they improved their model by solving the temperature field rather
than assuming it. Further in@3# the same authors studied the com-
bined heat and mass transfer in the entrance region. They used
boundary layer equations, and assumed that a thermal layer is
formed on the solid wall and thermal and diffusion layers on the
film free surface. The authors drew conclusions about the relative
lengths of the entrance effects for each process. A convenient set
of non-dimensional parameters to describe experimental results
for their initial region on the plate were also found.

Yih and Seagrave@4# studied the effect of shear stress and
variable properties on laminar film absorption, using a linear tem-
perature profile across the film. They concluded that the heat
transfer and interfacial shear could have a profound influence on
the mass transfer rate. A co-current gas shear was found to de-
crease the film thickness and increase the mass transfer rate.

Andberg et al.@5# solved the combined heat and mass transfer
in laminar film absorption numerically. They concluded that ab-
sorption is dominated by different mechanisms along the film as
the temperature and concentration profiles developed at their sepa-
rate rates. These separate regions were distinguished by both tem-
perature and concentrations developing, developing concentration
profile, and both profiles fully developed. Grossman@6# improved
the model used by Nakoryakov@2# by assuming a parabolic ve-
locity profile; he also extended by model by studying the adiabatic
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wall. He concluded that the heat and mass transfer coefficients
depend on the Peclet and Lewis numbers as well as the equilib-
rium characteristics of the working materials.

The problem of combined heat and mass transfer in a liquid
film in the presence of non-absorbable gas has only recently be-
gun to receive attention. Nakoryakov and Grigor’eva@7# showed
analytically, by a smooth film model, that for only one percent air
in vapor, the mass transfer coefficient was reduced by 75 percent,
and 10 percent air reduced the mass transfer by 90 percent. How-
ever, their model is only applicable for the entrance region. Bur-
dkov et al.@8# in their experiment with absorption of water vapor
by a thin layer of lithium bromide in presence of air, reported that
an air content of 0.5 percent in water vapor reduces the mass
transfer coefficient almost 50 percent. Yang@9# in his experiment
for a laminar wavy film of lithium chloride solution found that the
non-absorbables depress heat and mass transfer at low concentra-
tions of air. He also found that the absorption reduction was sig-
nificantly lower than that reported by Burdkov@8# and reported
that the reduction was continuous for up to 30 percent of air
content. Similar experiments were conducted by Ameel@10# with
better measuring equipment and better analysis. He was able to
obtain data for low concentration of non-absorbable gas varied
from 0 to 10 percent by volume. The experimental results indicate
that significant increase in heat and mass transfer rates can be
obtained by reducing the non-absorbable gas concentration to lev-
els approaching 0 percent. For Re560, the mass transfer rate is
enhanced 35 percent by reducing the non-absorbable gas concen-
tration from 5 to 0.5 percent.

Absorption can be enhanced by adding a small amount of sur-
factants, or wetting agents which act to reduce the surface tension,
@11#. It could also be enhanced by changing the surface configu-
ration by mounting disturbances in the base plate@12#.

In summary, it appears that a considerable effort has been made
to understand the physical phenomena of falling liquid films and
the absorption into the same. However, both of these general prob-
lem areas still require further study, the problem of combined heat
and mass transfer in a liquid film in the presence of non-
absorbable gas has only recently begun to receive attention. It is
hoped that this study will further our understanding of this inter-
esting process.

Analysis
Consider a thin film of aqueous solution of lithium bromide

flowing downward over a vertical isothermal plate under the ac-
tion of gravity. The film is in contact with a mixture of water
vapor and air. The mixture of the water vapor and air is pumped
between the liquid free surface and an adiabatic wall. As the vapor
flows towards the interface, the non-absorbable gases are swept
along with it. Since the interface is impermeable to the non-
absorbables, air accumulates there resulting in a reduction of the
water vapor pressure. Thus, we have a pair of interacting regions,
one in the liquid phase and the other is in the gas phase. It is
necessary to formulate the governing equations for the two phases
and then couple them by applying the interfacial relations. A sche-
matic representation of the physical model is shown in Fig. 1. The
coordinates along and normal to the wall arey andx, respectively,
and the corresponding velocity components arev and u, respec-
tively. At the entrance, the vapor and air are introduced into the
channel at a velocity and temperature ofv0g and T0g . The con-
centration of the non-absorbable gas~air! is W02. The liquid ab-
sorbent has an initial concentration and temperature ofC0 andT01
and an average velocity of the film isv01 determined from the
mass flow rate of the liquid absorbent. The film thicknessd is
determined from the relation, Nusselt@13#

d5 K 3m1v01

r1g L for Re<1500.

Along the liquid-gas interface the temperature and concentration
of the liquid absorbent and the concentration of the non-
absorbables are unknown and are determined in the course of
analysis.

The following assumptions are used: the flow is laminar in both
liquid and gas. The mass of the vapor absorbed at the interface is
small compared to the mass flow rate of the liquid, but it is in-
cluded. The film thickness however is considered constant. There
is no slip between the two phases. Diffusion-thermo and thermal
diffusion effects are negligible in the liquid film. Finally thermo-
dynamic equilibrium exists at the liquid gas interface.

Governing Equations for the Liquid Phase.
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Governing Equations for the Gas Phase.
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Fig. 1 Schematic of the physical situation
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Boundary Conditions and Interfacial Relations.
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Equations~1!–~5! represent the continuity, thex-momentum, the
y-momentum, the energy, and concentration equations, respec-
tively, in the liquid phase. The body forces in the gas phase are
neglected due to the presence of forced flow. Equations~6!–~10!
represent their counterpart in the gas phase. Condition~14! shows
that the wall atx5L1 is adiabatic and impermeable to the mass
transfer. Condition~15! confirms the continuation of the shear
forces at the interface. Condition~16! represents the impermeabil-
ity of the interface to the non-absorbable gases. Condition~17!
represents the continuity of energy through the interface. Condi-
tion ~18! represents the continuity of mass for the absorbate
through the interface. Conditions~19! assume that at the exit of
the channel there are no significant changes in the velocity, con-
centration, and the temperature.

To close the problem an extra equation is needed to relate the
water vapor partial pressure, the solution concentration of LiBr/
LiCl and the temperature at the interface at equilibrium condi-
tions. Siebe@14# has fitted the experimental data of Lower@15# for
LiBr-water solutions and of Uemura@16# for LiCl-water solutions
at a specified pressure and temperature in the form of Eq.~20!
given below.

Log10P5A1B/T1D/T2, (20)

where

A5a01a1C1a2C21a3C3

B5b01b1C1b2C21b3C3

D5d02d1C1d2C21d3C3.

Given the vapor pressure and temperature; Eq.~20! can be
solved iteratively to determine the equilibrium concentration that
is required at the interface.

Numerical Method
The governing equations were discretized using the control vol-

ume formulation. The control volume formulation ensures an
overall energy balance even for very coarse grid. The computer
code based on the mathematical model above and the SIMPLER
method@17# are validated for the case of zero concentration of
nonabsorbable gas and the results are published elsewhere@18#.

Due to the large gradients at the entrance and the liquid-gas
interface, a non-uniform grid was used with 30 grid points
through the film thickness and 20 points through the gas phase in
the crosswise direction. The grid was clustered around the inter-
face from both sides of the interface and gradually stretched away
from the interface. The grid size in the streamwise direction was
38 points with a gradual decrease in grid density in the flow
direction.

Independence of solution on the grid size was studied for vari-
ous cases for instance, for the case of 1 percent concentration of
nonabsorbable gas the grid size of 50338 was found to be best.
The grid independence was achieved within 0.5 percent variation,
which also resulted in a favorable C.P.U. computation time. It was
observed that further refining the mesh produced a negligible ef-
fect on the results.

A relative error of no greater than 1024 in all the variables at all
grid points was used as the convergence criterion.

Results and Discussions
To validate the simulation the effect of non-absorbable gas on

the mass transfer rate, as determined in this study, is compared to
the experimental data of Yang@9# and Ameel@10# in Fig. 2, for
lithium chloride solution.

Due to the complexity of the equilibrium relation~20!, it is
difficult to present the results in a non-dimensional form. A case
study is selected for typical operating parameters for an absorber
@14#. The operating parameters are: inlet solution temperature,
44°C, inlet solution concentration of lithium bromide, 0.6; liquid
film Reynolds number, 30; wall temperature, 35°C; absorber va-
por pressure, 7.02 mm Hg; inlet gas temperature, 20°C; inlet con-
centration of the non-absorbable gas, 3 percent; gas Reynolds
number, 30.

Fig. 2 Comparison of the mass transfer rate at the interface as
a function of the non-absorbable gas with previously reported
data
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The absorption of water vapor by a liquid absorbent decreases
the concentration of water vapor at the interface on the gas side.
Thus the concentration of air increases. However, this also de-
creases the driving gradient for water vapor absorption, and even-
tually, an equilibrium is reached at some distance downstream.
This is shown in Fig. 3, where the local distribution of the non-
absorbable gas along the interface is plotted against the stream-
wise distance. Figure 4 shows the local distribution of the non-
absorbable gas across the gas phase for different locations. We
notice that the concentration of the non-absorbables increases
sharply at the interface and approaches its initial value at the
adiabatic wall. This can be explained as follows: due to the ab-
sorption process water vapor is carried from the bulk to the inter-
face by convective flow, which carries with it the non-absorbable
gas. However, since the interface is impermeable to the non-
absorbables, it must be removed from the interface at the same
rate at which it arrives. The removal is accomplished by a diffu-
sive backflow into the bulk. It is evident that the interfacial con-
centration of the non-absorbable gas must build up to the level
sufficient for the balance between the convective inflow and the
diffusive backflow. There will be a consequent reduction of the
interface temperature and concentration of the absorbate.

Figure 5 shows the concentration profiles of LiBr across the

liquid film for different locations. As the flow progresses along the
wall, the interface concentration of LiBr continues to drop be-
cause absorption at the interface occurs faster than the water may
be transported into the interior of the film. This dropping of inter-
face concentration leads to a drop in interface temperature through
the equilibrium conditions that are imposed at the interface. This
drop in interface temperature decreases the driving force for heat
transfer through the film, and therefore slows down the absorption
process as the fluid progresses along the wall.

Figure 6 shows the temperature profiles across the film for dif-
ferent locations. The inlet region of the liquid film is governed by
boundary layer growth at the cold wall and a diffusion layer at the
interface. Once both heat transfer and mass transfer boundary lay-
ers are fully developed, there is no latent heat release, and the
temperature becomes flat, at the temperature of the cold wall.

Figure 7 shows the local mass flux as a function of the concen-
tration of the non-absorbables. It is worth noting the difference
between an absorption process with a pure vapor and an absorp-
tion process with a non-absorbable gas. As one expects from ab-
sorption of a pure vapor, at some distance down the plate, the
mass transfer decreases continuously, because the driving poten-
tial for mass transfer and associated heat transfer decreases, but in

Fig. 3 Local distribution of the non-absorbable gas along the
interface

Fig. 4 Local distribution of the non-absorbable gas across the
gas phase for various locations

Fig. 5 Effect of the non-absorbable gas on the concentration
profiles across the film

Fig. 6 Effect of the non-absorbable gas on the temperature
profiles across the film

Journal of Heat Transfer OCTOBER 2001, Vol. 123 Õ 987

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



absorption with a presence of a non-absorbable gas in the gas
phase the decrease is much higher at the entrance than in a pure
vapor case. But at some distance when the concentration of the
non-absorbable starts to decrease the local mass flux starts to in-
crease. We notice that the local mass flux approaches the curve of
a pure vapor case.

Figure 8 shows the average mass flux as function of the inlet
concentration of the non-absorbable gas, for the same parameters
given. It is clear that the reduction is continuous up to 30 percent
and that the larger the initial concentration of the non-absorbable
the smaller the mass flux.

Figure 9 shows the effect of the axial contact length on mass
transfer rate with the experimental data given by Yang@9#. The
mass transfer rate was calculated for four different lengths, 20, 40,
60, and 85 cm, for the following conditions: inlet solution tem-
perature, 35°C; inlet solution concentration of lithium chloride,
0.44; liquid film Reynolds number, 30; wall temperature, 30°C;
absorber vapor pressure, 8.5 mm Hg; inlet gas temperature, 20°C;
inlet concentration of the non-absorbable gas, 5 percent~by vol-
ume!; gas Reynolds number, 30. The numerical solution is in a
good agreement with the data except for the low contact lengths.

The mass transfer rate increases with increasing the contact length
and should approach an asymptotic value when the equilibrium
condition is established at a very long distance.

Conclusions
A numerical study of the governing equations for the absorption

of water vapor from a mixture of water vapor and air during the
absorption of water vapor by a falling film of an aqueous lithium
bromide or aqueous lithium chloride solution~absorbent!has been
presented. The results cover a wide range of concentrations of the
non-absorbable gas. The average mass fluxes showed a continuous
reduction with an increase in the amount of air for a concentration
of air as high as 40 percent by weight. But the local mass fluxes
showed a different behavior from the absorption of a pure vapor
case. The decrease was much higher at the entrance than in a pure
vapor case. At some distance when the concentration of the non-
absorbable gas starts to decrease, the local mass flux starts to
increase. Finally the local mass flux approaches the curve of a
pure vapor case down the channel. The numerical results are in
good agreement with the experimental data. The numerical results
indicate that significant increases in heat and mass transfer can be
obtained by reducing the the non-absorbable gas concentration to
levels approaching 0 percent.

Nomenclature

C 5 concentration of adsorbate in solution, kg water/kg solu-
tion

Cn 5 equilibrium concentration at the interface
Cp 5 specific heat, kj/kg c°
D1 5 diffusion coefficient of adsorbate in liquid, m2/s
Dg 5 diffusion coefficient of air in water vapor-air mixture,

m2/s
Ha 5 heat of absorption, kj/kg

k 5 thermal conductivity, kj/~m.s.°C!
Le 5 Lewis Number
L1 5 width of the channel, m
L2 5 length of the channel, m

P 5 total pressure of the absorber, mm-Hg
Pv 5 vapor pressure in the gas phase, mm-Hg
Pr 5 Prandtl Number

Re1 5 film Reynolds Number54v0ld/v l
Reg 5 gas Reynolds Number5v0gL1/vg

T 5 temperature, °C
u 5 velocity in the transverse direction, m/s

Fig. 7 Local distribution of the mass flux at the interface as
function of the concentration of the non-absorbable gas

Fig. 8 Average mass flux absorbed at the interface as function
of the concentration of the non-absorbable gas

Fig. 9 Comparison of the axial contact length on mass trans-
fer rate
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v 5 velocity in the streamwise direction, m/s
W2 5 mass fraction of air

x 5 coordinate perpendicular to flow direction
y 5 coordinate in flow direction

Greek Letters

a 5 thermal diffusion coefficient, m2/s
G 5 mean volumetric flow rate
d 5 film thickness, m
m 5 dynamic viscosity, kg/~m3.s!
n 5 kinematic viscosity, s21

r 5 density, kg/m3

Subscripts

1 5 water vapor
2 5 air
g 5 gas phase
l 5 liquid phase
n 5 interface
0 5 inlet
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Bridgman Crystal Growth of an
Alloy With Thermosolutal
Convection Under Microgravity
Conditions
The solidification of a dilute alloy (bismuth-tin) under Bridgman crystal growth condi-
tions is investigated. Computations are performed in two dimensions with a uniform grid.
The simulation includes the species concentration, temperature and flow fields, as well as
conduction in the ampoule. Fully transient simulations have been performed, with no
simplifying steady state approximations. Results are obtained under microgravity condi-
tions for pure bismuth, and for Bi-0.1 at.% Sn and Bi-1.0 at.% Sn alloys, and compared
with experimental results obtained from crystals grown in the microgravity environment of
space. For the Bi-1.0 at.% Sn case the results indicate that a secondary convective cell,
driven by solutal gradients, forms near the interface. The magnitude of the velocities in
this cell increases with time, causing increasing solute segregation at the solid/liquid
interface. Finally, a comparison between model predictions and results obtained from a
space experiment is reported. The concentration-dependence of the alloy melting tem-
perature is incorporated in the model for this case. Satisfactory correspondence is ob-
tained between the predicted and experimental results in terms of solute concentrations in
the solidified crystal. @DOI: 10.1115/1.1389058#

Introduction
The synthesis of advanced materials, especially for electronics

and biomedical applications, demands high-quality crystals. The
compositional uniformity~and hence the quality! of such crystals
can be profoundly influenced by the transport phenomena which
occur in the melt during solidification. The primary transport
mechanism causing these deleterious effects is natural convection.
The low-gravity environment of space offers an opportunity to
suppress the strength of this natural convection. Hence there is a
great deal of interest in the study of directional solidification of
crystals in space.

The MEPHISTO project@1# is a collaborative program of space
experiments aimed at understanding the fundamental processes
involved in crystal growth. The space-borne experimental appara-
tus is a Bridgman-type furnace with an isothermal hot zone, an
isothermal chill zone, and an insulated gradient zone. The furnace
contains three ingots inside fused silica ampoules with a maxi-
mum 6 mm inner diameter and a 10 mm outer diameter. All three
samples are solidified simultaneously under identical thermal con-
ditions. After flight, the samples are extracted and analyzed. Four
MEPHISTO space experiments have taken place; the most recent,
MEPHISTO-4, flew in November 1997. The MEPHISTO-2 and -4
experiments examined the faceted solidification of bismuth doped
with tin ~Bi-Sn!.

The experimental data from the MEPHISTO-2 mission~with a
Bi-0.1 at.% Sn alloy!resulted in a greater understanding of the
dominant role of interface kinetics on morphological stability. Sta-
bility phenomena were observed that had not been previously pre-
dicted by theory or measured in terrestrial experiments@2#. The
MEPHISTO-4 experiments built on to the previous results, and
used a Bi-1.0 at.% Sn alloy.

The MEPHISTO project includes a program of computational
modeling of the crystal growth process; in particular, computa-
tional techniques are being used to investigate the role of convec-

tion, since accurate experimental determination of convection in
metallic melts is very difficult to achieve due to the opacity and
chemical reactivity of the melts. Furthermore, the computational
models themselves are to be improved by a process involving
prediction of, and comparison with, the experimental results. The
aim of this procedure is to develop effectivefully transientcom-
puter simulations of fluid flow related effects. Previous computa-
tions of Bridgman growth had been limited to steady-state growth
cases@3–5#.

Convection effects for MEPHISTO-4 space experiments were
modeled by means of a transient, two-dimensional FIDAP finite-
element model by Yao et al.@6#. A fixed-grid approach was
adopted, with the enthalpy method being employed to model the
phase change. Temporal averaging was used for the apparent heat
capacity in the discretized equations. Due to computational diffi-
culties introduced by the small partition coefficient for Bi-Sn, the
presence of solute was ignored in Yao et al.@6#. Preliminary scal-
ing arguments by de Groh and Nelson@7# implied that solutal
convection effects on solute segregation may be significant. How-
ever, only recently has it been possible to include solutal convec-
tion into numerical simulations involving phase change for
MEPHISTO-4. This inability to include solutal convection was
attributed to difficulties with obtaining convergence in front-
tracking methods as well as the low partition coefficient for Bi-Sn
@6,8#. This has led to the use of a fixed-grid approach in the
present work.

Many simulations of Bridgman crystal growth processes, both
under terrestrial and microgravity conditions, are available in the
literature. The majority of these simulations can be classified as
pseudo steady statemodels. The key assumption in such models is
that a ‘‘steady-state’’ mode of alloy solidification exists, i.e., the
concentration of the dopant in the solid which forms at the inter-
face is equal to the initial dopant concentration in the liquid@9#.
Such models vary in complexity from simple two-dimensional
analyses that consider the interface to be flat@8,10,11#to much
more complex formulations that are able to handle interface cur-
vature and wall conduction@12# and fully three-dimensional simu-
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lations@13#. However, because of the low partition coefficient for
Bi-Sn alloys, a steady-state mode of solidification is never
achieved during the MEPHISTO experiments. Thus pseudo steady
state models are not appropriate; recently developed fully tran-
sient simulations, such as those of Simpson and Garimella@14#
and Timchenko et al.@15# need to be employed and improved in
order to faithfully model this process.

The computational modeling presented in this paper is intended
to examine the effects of thermosolutal natural convection on the
MEPHISTO-4 solidification experiments. This will be achieved
using a fully transient two-dimensional model, which includes
most of the effects of binary alloy solidification, such as convec-
tion driven by both thermal and solutal gradients, distinct thermal
properties in the solid and liquid phases, conduction through the
ampoule wall and the effects of interface curvature. The depen-
dence of melting temperature on concentration is also considered
for the numerical results that are compared with experimental
data. It must be stressed that for the growth rates and applied
thermal gradients encountered during the highly controlled direc-
tional solidification experiments modeled in this paper, the liquid/
solid interface was experimentally found to bestable and non-
dendritic like that for a pure metal. Consequently, the solid/liquid
interface modeled in our numerical analysis is also stable and
non-dendritic.

Mathematical Formulation
The problem under consideration is the directional solidifica-

tion of a binary alloy by the Bridgman process, as shown sche-
matically in Fig. 1. The gravity vector is perpendicular to the
furnace axis~horizontal Bridgman growth configuration!. The
melt region is considered to be a viscous Newtonian fluid subject
to thermosolutal convection. Thermophysical properties are con-
sidered as constant but distinct for the solid and liquid phases.
Density variations are considered to be subject to the Boussinesq
approximation. The equation for conservation of momentum and
mass are

]ũ

]t
1~¹̃3ũ!3ũ52bT~T2TC!g̃2bC~C2C0!g̃2

¹̃P

r0
1v¹2ũ

(1)

¹̃•ũ50. (2)

For calculating nondimensional constants~such as thermal Ray-
leigh number,Ra! the ampoule inside diameterH is selected to be
the reference length. The characteristic time and velocity become
t8(5H2/a) andv8(5H/t85a/H).

The governing equation for the conservation of energy is

A~T,CL!
]T

]t
1rcpL¹̃•~ ũT!5¹̃•~k¹̃T!1B~T,CL!. (3)

It will be seen below that effective heat capacityA and source
termB may be specified in this way for calculating phase-change.
An initial temperature equal toTH is applied throughout the flow
field. The temperatures at thex50 andx5L walls are set to be
TH andTC , respectively.

The thermal boundary conditions alongy56(H/21h) are a
function of time and are shown schematically in Fig. 1. There is a
translating zone~considered an ‘‘adiabatic’’ zone if the tempera-
ture profile is unknown!between the hot and cold regions of the
furnace, in which the temperature linearly increases from the cold
furnace temperature to the hot furnace temperature. The melting
temperature of the material occurs somewhere within this zone,
which translates with time at a constantx-velocity, known as the
translation velocity, ut . This is what facilitates the directional
growth of the crystal. Defining thex location where the translating
zone meets the cold furnace temperature zone to be atxA(t), the
boundary condition for temperature may be expressed as

y56S H

2
1hD :

T55
TC , x,xA~ t !

TC1DT
x2xA~ t !

LA
, xA~ t !<x<~xA~ t !1LA!

TH , ~xA~ t !1LA!,x

. (4)

In principle, the solution of the energy Eq.~3! coupled with the
solution of the momentum and mass conservation equations~1
and 2! would yield the temperature and velocity distribution
throughout the simulation domain. However, the problem of mod-
eling the physics of the propagation of the solidification front and
determining its location remains to be addressed. We choose to do
this by employing the phase-transformation model of Zeng and
Faghri @16#. In this model, apparent heat capacityA and source
term B are given as

A~T,CL!5rcp1a~T,CL!
] f L

]T

B~T,CL!52¹̃•~rh0ũ!1¹̃•@r f S~h01~cpL2cpS!T!ũS#

2a~T,CL!
] f L

]CL

]CL

]t

a~T,CL!5rF ~cpL2cpS!T1
~rL2rS!cpT1rLh0

rL2 f L~rL2rS! G (5a)

cp5cpL1cpSgS

r5rSf S1rL f L .

For the present study, the density of each phase is assumed to be
equal, and there is no dispersion of solid phase moving in the
liquid. For the results shown where the melting temperature is
considered dependent on concentration, the full expressions forA
andB ~Eq. 5a! simplify to become:

A~T,CL!5rcp1a~T!
] f L

]T

B~T,CL!52a~T!
] f L

]CL

]CL

]t
(5b)Fig. 1 Schematic of the Bridgman crystal growth process and

furnace temperature profile
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a~T!5r@~cpL2cpS!T1h0#.

For the pure bismuth and dilute alloy results, concentration-
dependence on temperature is neglected, and the expressions forA
andB simplify further to

A~T!5rcp1a~T!
] f L

]T

B~T!50 (5c)

a~T!5r@~cpL2cpS!T1h0#.

The equation for conservation of solute throughout the computa-
tional domain is

]CL

]t
1¹̃•~ ũCL!5D¹2CL1S~T,CL!. (6)

This equation is analogous to the energy equation. We impose an
initial solute concentration throughout the solution domain. At the
boundaries no solute may exit the solution domain. Thus,

t50 CL5C0

x50,L ]CL /]x50 (7)

y50,H ]CL /]y50.

Again, in principle, solution of Eq.~6! along with energy Eq.
~4! and the fluid velocities all subject to the relevant boundary and
initial conditions is enough to determine the solute, temperature
and velocity values throughout the solution domain. However, the
more general problem involving phase change demands that sol-
ute redistribution at the advancing solid/liquid interface be ad-
dressed. At the interface, new solid material forms at a concentra-
tion lower than at the adjacent liquid, in accordance with the
partition coefficient@9#:

Cs* 5kpCL* . (8)

For the Bi-Sn system under consideration in this work, the parti-
tion coefficientkp has a value of 0.029. This small value indicates
that the solid forms at a concentration very poor in solute, and
thus there is rapid and significant build-up of solute in the liquid
region ahead of the interface. Source termS accounts for solute
rejection at the interface into the bulk fluid resulting from the
effect of the solid material forming at the lower concentration.
Following the work of Swaminathan and Voller@17# and Voller
et al. @18# source termS may be written as the differential

S~T,CL!5
]~ f LCL!

]t
1kpCL

] f S

]t
. (9)

Numerical Analysis
The numerical scheme is explained in detail in Simpson and

Garimella @14,19#; only salient details are provided here. The
computational domain is primarily discretized using regularly
spaced finite difference mesh points. Superimposed on this grid
are finite volumes which are used for the solution of the energy
and species concentration equations. The finite volume centers are
staggered with respect to the finite difference mesh point loca-
tions. Vorticity, velocity and vector potential are calculated at the
finite difference mesh points. Temperature and solute concentra-
tion are evaluated using the finite volumes.

For solving velocities, the vorticity-streamfunction representa-
tion of the Navier-Stokes and continuity equations~1 and 2! is
used. The numerical approach applied here is modified from a
program@20# written for the solution of natural convection in a
rectangular cavity. The essential details are that the discretized
equation for the vorticity transport equation is solved using an
Alternating Direction Implicit scheme@21#. The discretized equa-
tion for streamfunction is solved using the conjugate gradient
method. Once the values of streamfunction are known, the nodal

velocities can be determined. Boundary conditions are explicitly
applied on the advancing solid/liquid interface which is arbitrarily
oriented and so the boundary conditions require special handling.
The location and slope of the interface is calculated using a Hirt
and Nichols@22# type front reconstruction; the boundary condi-
tions may then be applied once the slope and position of the front
are known.

The energy~4! and solute conservation~6! equations are dis-
cretized using the finite volume mesh, with an upwind scheme
incorporated for the treatment of convective heat fluxes. The dis-
cretized equations are solved using iterative solvers—either
Gauss-Seidel iteration or Stone’s strongly implicit procedure@23#.
For the general case where melting temperature is dependent on
interface concentration, the concentration and energy equations
are highly coupled and are solved simultaneously.

Results and Discussion

Validation. A grid-independence study was undertaken to de-
termine the appropriate spatial and temporal discretization scheme
to be used. This study involved examining the solution fields from
a test matrix of simulations performed using four different dis-
cretization schemes. Four mesh sizes of increasing spatial and
temporal refinement were examined. The mesh selected on the
basis of this grid independence study was a regularly spaced
300335 mesh, with 25 of the 35y-direction cells being in the
sample and the remaining 10 in the ampoule walls. The time step
size was Dt50.1338 s. Detailed results from the grid-
independence study, including plots of key field variables, are
available in Simpson and Garimella@19#. The key points are as
follows:

• The thermal field results were almost identical for all four
meshes.

• The difference between the velocities predicted by the mesh
adopted in this study and those from a finer mesh was less than 3
percent.

• Particular attention was given to the concentration values in
the solidified material. The concentrations in the solid are com-
pletely dependent on the solutal, thermal and flow fields in the
melt, and so, are very sensitive to any changes in these fields.
Concentration traces in the solid for the mesh employed in this
study had a maximum discrepancy of only 3.2 percent~with the
majority of values being less than 1 percent! compared to results
at the finer mesh.

These results make it clear that~a! all the field variables converge
to a single result as the mesh becomes increasingly fine, and~b!
the mesh employed in this work is fine enough to obtain mean-
ingful results while keeping computational costs reasonable.

Pure Bismuth. Simulations for the Bridgman crystal growth
of pure bismuth were performed. The cold and hot furnace tem-
peratures wereTC550°C andTH5700°C, respectively. Thermo-
physical properties from Yao et al.@8# were used, and are shown
in Table 1. The gravity level used for this and subsequent cases
wasg510mg. This gravity level is a conservative ‘‘worst-case’’
estimate of the residual gravity value experienced during the flight
experiments@7#. Key nondimensional parameters describing ther-
mal transport are Gr5113.6 and Pr50.01144. For this pure Bis-
muth case, there is no solute, so the dilute model for phase chance
~Eq. 5c!was used.

In order to start each of the crystal growth simulations, the
following procedure was carried out. The initial position of the
translating zone was flush with thex50 wall. This zone is immo-
bilized for the first 3000 time steps. During this time, the velocity
and concentration field solution schemes are switched off while
solid rapidly chills in the portion of the translating zone which is
lower than the melting temperature. This new state is then taken to
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be at timet50. After this, simulations proceed with the entire
solution scheme enabled and the insulated zone moving at the
translation velocityut .

Figure 2~a!shows a plot of velocity vectors and isotherms after

3000 s have elapsed. Isotherms are shown in the ampoule wall as
well as in the liquid and solid bismuth. The thick line atx
516 mm represents the solid/liquid interface. The dominant fea-
ture of this plot is the counter-clockwise convective cell in the
translating zone (16,x,40 mm!. For clarity, velocity vectors are
plotted on every third mesh point in thex-direction in this figure.
The maximum velocity in this convective cell is 3.47mm/s at
~24.75, 21.8 mm!. The ratio of this velocity to the translation
velocity, ut , is 1.03, which compares to the value of 1.12 found
from the finite-element, variable-property simulation of the same
process by Yao et al.@6#. Velocities in the negativey-direction at
the interface are constrained and concentrated by the presence of
the solid whereas velocities in the positivey-direction at the op-
posite~hot! end of the translating zone are much more diffuse.

The other main feature of this plot is the isotherms throughout
the solution domain. On the outside edge of the ampoule, the
~imposed!linear temperature profile within the translating zone is
witnessed by the regularly spaced isotherms on the outer edge. In
the low-conductivity ampoule the isotherms are dramatically dis-
torted, and the thermal field on the inside of the ampoule wall
differs from that imposed on the outside. Forx<24 mm, the tem-
perature in the ampoule is greater than the applied temperature
~the isotherms distort sharply to the left!; for x>24 mm, the con-
verse is true. In the bismuth region the isotherms exhibit the same
trend, and have a gentle, crescent-shaped curvature. The isotherms
and the interface appear to be symmetric about the centerline (y
50) and thus have not been influenced by convective transport in
the melt. The solid-liquid interface, which is an isotherm, is dis-
cernibly curved such that the solid is concave. The total deflection
of the interface is about 0.5 mm which compares to a value of
;0.46 mm found in Yao et al.@6#. This curvature is primarily a
result of the difference in thermophysical properties for the solid
and liquid phases. Translation of the thermal boundary condition
also contributes slightly to this effect.

Figures 2~b!and 2~c!are plots of velocity vectors and isotherms
at 6000 and 9000 s, respectively. The progression of the translat-
ing zone ~and thus of the solidification front! is obvious from
these figures. After 6000 s, the front is atx'26 mm, and the
nature of the convective motions is unchanged. The magnitude of
the maximum velocities at these later times is identical to that at
the previous time~Fig. 2~a!!. This indicates that end effects are
not influencing the results. The curvature of the interface also
remains the same.

Bi-0.1 at.% Sn Alloy „MEPHISTO-2 …. The growth of a Bi-
0.1 at.% Sn~0.08185 vol.% Sn!alloy was considered next. The
velocity, thermal and solute fields were solved subject to the dilute
alloy model~Eq. 5c!, and the dimensionless parameters for solute
transport are Grs50.349 and Le53074. Simulations were per-
formed using the same spatial discretization and time step as for
pure bismuth.

The nature of the convective flow for this alloy~results not
shown! is similar to that for pure bismuth. A single counter-
clockwise thermally driven convective cell dominates the domain.
The maximumu-velocity is slightly less than for pure bismuth,
and is at the same location. However, the magnitude of the maxi-
mum v-velocity is 21.77 mm/s at ~17.75, 0 mm!acting in the
negativey-direction, which is lower in magnitude than for pure
bismuth ~21.87 mm/s!. Solute rejected at the interface acts to
oppose the thermally driven convective motion, resulting in re-
tarded velocities near the interface. The thermal field is not dis-
torted by the action of convection. As time progresses to 6000 and
9000 s, the maximumv-velocity decreases to21.72 mm/s and
21.65mm/s respectively, as a result of continuing solute rejection
at the interface.

Solute concentration profiles across the height of the solidified
alloy in the domain are shown in Fig. 3. Three different
x-locations~16.18, 26.30, 36.41 mm! are considered, correspond-
ing to the location of the interface aty50 at times of 3000, 6000,
and 9000 s, respectively. To aid in visualizing the influence of

Table 1 Thermophysical properties. The properties „except
the solutal diffusion coefficient D… for solid and liquid bismuth
were evaluated at the mean solid and the mean liquid tempera-
tures of 160.7 and 485.7°C, respectively. The solutal diffusion
coefficient was evaluated at a position halfway into a typical
solute boundary layer, since solute diffusion occurs mainly in
this region. The reference density was considered to be equal
for both phases.

Fig. 2 Velocity vectors and isotherms for the Bridgman
growth of pure bismuth at „a… 3000, „b… 6000, and „c… 9000 s. The
thick solid line indicates the location of the solid Õliquid inter-
face. The velocity vectors are shown at every third location in
the x -direction.
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convection, results for a simulation involving diffusion only~no
convection!are superimposed on this plot. Note that these pure
diffusion results indicate that significant radial segregation arises
due to interface curvature@12,13#such that the solute concentra-
tions at the centerline are larger than those at the edges. The level
of curvature-induced radial segregation remains almost constant,
with values ofj529.1 percent~based on the mean concentration!
at x516.18 mm and 29.4 percent atx526.30 and 36.41 mm. The
inclusion of convection into the calculations causes the following
effects. Solute levels are increased for low values ofy and de-
creased for higher values ofy. They-location for the maximum
solute concentration is also shifted from the centerline toy
521.23 mm for all the traces. This is a consequence of the con-
vective flow sweeping solute ‘‘down’’ the interface in the direc-
tion of decreasingy and away from the interface in the direction
of increasingx. The maximum values for solute concentration are
Cmax/C050.30, 0.50, 0.65 for the traces atx516.18, 26.30, and

36.41 mm, respectively. The radial segregation values increase
slightly from j550.1 percent atx516.18 mm to 56.3 percent at
x536.41 mm.

Traces of solute concentrations in the solid and melt at the
different times are shown in Fig. 4. These traces run longitudi-
nally along the ampoule for three different heights ofy522.88, 0
and 2.88 mm. Note that the interface location on the centerline
(y50) trace lags slightly behind the value for the other traces
since the interface is curved. Solute build-up near the interface,
and the exponential profile characteristic of binary-alloy solute
rejection@24# are clearly evident. The concentration at the center-
line increases fromC/C059.62 at 3000 s to 20.79 at 9000 s. The
impact of convection can also be seen in this plot. Warm, solute-
poor fluid impinges on the top section of the interface. This fluid,
cooled by the interface, falls toward the bottom wall and then
returns to the bulk. This convective transport causes a thinner
solute boundary layer and lower interface concentration value for
y52.88 mm and, conversely, a thicker solute boundary layer and
higher interface concentration value fory522.88 mm. The inter-
face concentrations along the centerline remain larger than those
found at the periphery for all the times shown. This effect is due to
interface curvature~see Fig. 3!. The axial segregation in the so-
lidified crystal is seen to increase with time; the radial segregation
evident in Fig. 3 is also seen in Fig. 4.

For the low-concentration alloy, the solute concentration pro-
files are governed by solute rejection at the~curved!interface and
by thermal convection only. The action of solutal convection is
limited at these low concentrations. The velocity field indicates
that thermal convection decreases slightly with time.

Fig. 3 Traces of solute concentration across the solidified ma-
terial at various x -locations for Bi-0.1 at.% Sn. The dotted lines
correspond to diffusion only „no convection … results.

Fig. 4 Longitudinal solute concentration traces at three differ-
ent y -locations for Bi-0.1 at.% Sn

Fig. 5 Velocity vectors and isotherms for the Bridgman
growth of Bi-1.0 at.% Sn at „a… 3000, „b… 6000, and „c… 9000 s.
The thick solid line indicates the location of the solid Õliquid
interface. A primary counter-clockwise convective cell is evi-
dent in all three panels. A secondary clockwise cell, driven by
solutal gradients, develops with time.

994 Õ Vol. 123, OCTOBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Bi-1.0 at.% Sn Alloy „MEPHISTO-4 …. A richer alloy was
simulated next. The initial liquid composition was taken to be at a
uniform 1.0 at.% Sn~0.8185 vol.% Sn!increasing the value of Grs
to 3.49. The dilute model~Eq. 5c! was retained for this initial
investigation; the validity of this is commented upon later.

Velocity vectors and isotherms at three different times are
shown in Fig. 5. At 3000 s~Fig. 5a! the velocities indicate a
primary counter-clockwise convective cell in the translating zone,
along with a weak secondary, clockwise cell driven by solute gra-
dients adjacent to the interface. The two-cell convective motion is
in contrast to that observed for pure bismuth and for the more
dilute alloy. The maximumv-velocity in the secondary convective
cell near the interface at~16.5, 0 mm!is 0.57mm/s. The nature of
the maximum velocities for this case is also different due to the
higher levels of solute rejection and the presence of the secondary
cell. The maximumu-velocity for this case is slightly lower than
that for pure bismuth. The maximumv-velocity is identical to the
value for pure bismuth but is located further from the interface
(x519.25 versusx517.75 mm for the pure and Bi-0.1 at.% Sn
cases!.

At a later time~Fig. 5~b!!, the secondary convective cell has
increased in size and strength as solute—the driving force for this
cell—continues to build up at the interface. The maximum
v-velocity in the secondary convective cell near the interface at
~27.00, 0.48 mm!is 1.75mm/s. Later in the growth process~Fig.
5~c!!, the front has advanced tox'36 mm, and the secondary
convective cell has become quite strong. The maximum
v-velocity in the secondary cell~and in the domain! is 2.88mm/s
at ~37.00, 0.36 mm!.

Traces of solute concentration across the height of the solidified
alloy, along with pure diffusion results, are shown in Fig. 6. This
plot provides a stark contrast with the results shown for the more
dilute alloy in Fig. 3; the formation and growth of the secondary
cell causes segregation to occur in the opposite sense~such that
concentration values near the top of the domain are higher than at
the bottom!. At x516.18 mm, the concentrations are close to
those for pure diffusion; the maximum value isC/C050.28 aty
50.059 mm with a segregation value ofj528.9 percent. This ser-
endipitous result is a consequence of segregation arising from the
influence of the secondary cell balancing the segregation caused
by the thermally driven cell when solidification has proceeded to
this location. At lower values ofx (t,3000 s), segregation is such
that the maximum value occurs aty,0 ~similar to the Bi-0.1 at.%

Sn alloy result, see Fig. 3! while at higher values ofx (t
.3000 s) this maximum is shifted to a more positivey value. The
traces atx526.30 and 36.41 mm show that increasing solutal
convection leads to increasing radial segregation. The maximum
values areC/C050.51 and 0.75 with radial segregation levels of
j554.7 and 82.2 percent, respectively. This behavior is different
from the case shown in Fig. 3, where the convective field re-
mained almost steady with respect to the interface resulting in
only a slight increase in segregation.

Figure 7 is a plot of longitudinal solute concentrations at do-
main heights ofy522.88, 0 and 2.88 mm for the Bi-1.0 at.% Sn
case at the three different times. As for the case shown in Fig. 4
there is significant solute buildup, with liquid solute concentra-
tionsC/C0 at the interface along the centerline being 9.70, 15.59,
and 19.20, respectively. Note, however, that this corresponds to
much higher concentrations than for the case shown in Fig. 4 due
to the higher initial concentrationC0 . Near the interface, the sol-
ute concentrations in the liquid are higher aty52.88 mm than at
y522.88 mm. Further from the interface, but still within the sol-
ute boundary layer, concentration increases with decreasingy.
This is due to the interaction of the two convective cells. Close to
the interface, the secondary cell circulates solute-rich material
within the boundary layer, acting to accumulate solute-rich mate-
rial in this region. Further from the interface~see Fig. 5!, the
primary convective cell influences the solute distribution, sweep-
ing solute from the bottom of the domain into the bulk and thick-
ening the solute boundary layer in this region. In general, the
solute boundary layers are more compact for the Bi-1.0 at.% Sn
~Fig. 7! when compared to the Bi-0.1 at.% Sn case~Fig. 4!. Note
that concentration values of this magnitude would be sufficient to
lower the melting temperature of the alloy by a significant
amount. This implies that the constant melting temperature as-
sumption made in these simulations is not valid. This effect will
be addressed in the next subsection.

For the higher alloy concentrations, solutal convection plays a
much larger role, as can be seen in the concentration profiles
discussed above. As growth proceeds, the level of solutal convec-
tion grows, with a corresponding increase in radial segregation.
The maximum concentration increases much more rapidly than
the minimum value.

Figure 8 is a plot ofaveragesolute concentrations in the solid
at 3000, 6000, and 9000 s for both the dilute and rich alloy.
Averaging is performed across the height of the solidified material
~y523 to 3 mm!. For comparison purposes, average concentra-

Fig. 6 Traces of solute concentration across the solidified ma-
terial at various x -locations for Bi-1.0 at.% Sn. The dotted lines
correspond to diffusion only „no convection … results.

Fig. 7 Longitudinal solute concentration traces at three differ-
ent y -locations for Bi-1.0 at.% Sn
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tions Cav/C0 for the pure diffusion case as well as those calcu-
lated from an analytical expression for solid solute concentrations
under one-dimensional pure diffusion growth conditions@24# are
also shown. The pure diffusion results exhibit good agreement
with the one-dimensional analytical result; the largest difference
between these results is 1.2 percent at 3000 s. The lowest average
normalized solid concentrations are found for the dilute alloy~Bi-
0.1 at.% Sn!. After 3000 s the dilute alloy concentration is 1.3
percent less than for pure diffusion. With time, this deficit in-
creases to 2.2 percent after 6000 s and 2.1 percent after 9000 s.
The average solute concentrations for the richer alloy~Bi-1.0 at.%
Sn! lie between those found for the pure diffusion and Bi-0.1 at.%
Sn results. These concentrations are 0.76, 1.2, and 1.7 percent
lower than the pure diffusion values after 3000, 6000, and 9000 s,
respectively. For the dilute alloy, the single convective cell acts,
on average, to increase the size of the solute boundary layer~Fig.
5! by transporting solute from the interface out into the melt~Fig.
3!. This results in a corresponding decrease in the average solid
concentration levels when compared to the pure diffusion case, for
a giveny-location. For the richer alloy, the solute boundary layers
are shaped by a more complicated convection pattern~Fig. 6!. In
general, this convection pattern for the Bi-1.0 at.% Sn alloy acts to
make the solute boundary layers more compact than for the dilute
alloy case, resulting in slightly higher average concentrations
Cav/C0 . The difference between the average concentration found
for the pure diffusion and Bi-1.0 at.% Sn cases increases with
increasing solutal convection levels.

Comparison With Experiment. An actual solidification pro-
cess carried out during the MEPHISTO-4 space experiment was
modeled using the rich-alloy model~Eq. 5b!which accounts for
the effect of concentration-dependent melting temperature. The
main difference in this simulation compared to those above is that
the solidification cycle selected was conducted at a furnace trans-
lation rate of 11.997mm/s for a duration of 334 seconds, resulting
in a total furnace translation of 4 mm. The gravity level for this
case was reduced to 1mg, which is more typical of residual grav-
ity levels during the experiment@7#. Under these conditions, the
process is diffusion-dominated although there is some discernible
convection-induced segregation@19#.

Figure 9 is a plot of concentration values along the centerline of
the sample. The square symbols are experimental data points ob-
tained via a post-flight microprobe analysis of the solidified
sample. Although there is scatter in the experimental data, a clear
trend of increasing concentration values can be discerned. The
solidification process depicted starts at a location 143.5 mm along
the ampoule; on Fig. 9, this location is taken as the originx50 at

t50. Then, in order to grow solid from the melt, the furnaces are
moved at a constant velocity. As the furnaces begin to move and
new solid is formed, solute begins to pile up at the interface. As
the concentration at the interface increases, the local melting tem-
perature decreases. Hence the front slowly ‘‘melts back’’ with
respect to the furnaces and thus moves at a speed that isslower
than the furnace translation velocity. After 334 seconds have
elapsed, the furnaces have traversed 4 mm, however, the solid/
liquid interface has moved only 3.1 mm, and so only 3.1 mm of
crystal is grown. The results from the numerical simulation, using
the rich alloy model ~Eq. 5b! that includes the effect of
concentration-dependent melting temperature, are superimposed
on this plot as the thick solid line. The experimental and numeri-
cal results are shown for a transverse location ofy50. These
results agree reasonably well with the experimental data both in
terms of the predicted values of concentration and in terms of
predicting the total amount of material grown. Results of a simu-
lation using the dilute model~Eq. 5c, no concentration-
dependence of melting temperature! are also shown as a dashed
line on the figure. This simulation clearly cannot handle the ‘‘melt
back’’ of the interface and is therefore not able to predict the
correct final location of the solid-liquid interface or accurate val-
ues of concentration.

The effect of the inclusion of concentration-dependent melting
temperature in the calculations is to predict less net solute rejec-
tion into the liquid at a given time, since the front moves at an
overall slower rate. If this concentration-dependence was incorpo-
rated into the results considered in Figs. 5, 6 and 7 for Bi-1.0 at.%
Sn above, the primary differences would be twofold. First less net
solute would be rejected, so that the gradients in the liquid region
near the interface would be less steep, resulting in lower levels of
convection and hence lower levels of segregation at a given time.
The other main effect would be to alter the shape of the interface
slightly, such that it would be flatter in regions of higher liquid
solute concentrations at the interface.

Conclusions
A series of fully transient simulations of horizontal Bridgman

crystal growth under microgravity conditions have been per-

Fig. 8 A comparison of average concentration values in the
solidified material. The solid line is the one-dimensional ana-
lytical result of Smith et al. †24‡.

Fig. 9 A comparison of numerically predicted and experimen-
tally measured concentration values for the Bridgman growth
of Bi-1.0 at.% Sn. The numerical results are shown for simula-
tions with and without the effect of concentration-dependent
melting temperature being included. Reasonable agreement is
observed between experimental data and numerical results in-
cluding concentration-dependent melting temperature.
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formed. The pure bismuth simulation was found to agree reason-
ably well with a similar simulation of the process@6#, in terms of
the convection level and the interface curvature.

For the dilute alloy simulation~Bi-0.1 at.% Sn!, a single domi-
nant counter-clockwise convective cell is percent for the entire
duration of the process. As time proceeds, solute is rejected at the
interface and the level of solute near the interface increases. Due
to the presence of thermal convection, radial solute segregation
occurs with preferentially higher concentrations at the bottom of
the solid. The level of segregation increases slightly with time.
The maximum values of concentration are small and so the as-
sumption of constant alloy melting temperature is realistic.

For the richer alloy~Bi-1.0 at.% Sn!, the convective field is
much more complex. Higher levels of solute rejection at the in-
terface cause higher levels of solute convection. Initially, a single,
thermally driven, counter-clockwise rotating cell is present. As
time proceeds and solute accumulates at the interface, a second-
ary, solute-driven clockwise rotating cell develops. The effect of
this convective pattern is to yield significant levels of segregation
in the solute at the interface~and hence in the solid!. This segre-
gation is such that the values towards the top of the domain are
highest. The higher values of concentration near the interface
would result in a significant change in the melting temperature for
the alloy. For this richer alloy, solute build-up is significant and so
the concentration-dependence of the melting temperature becomes
important.

Finally, simulations of Bridgman crystal growth in micrograv-
ity, incorporating the effects of a concentration-dependent melting
temperature were performed. The results agree well with data ob-
tained from the flight experiment. The combination of numerical
simulations and experimental data presented here has validated
the numerical approach used and provided insight into the role of
thermosolutal convection during directional solidification.
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Nomenclature

cp 5 specific heat at constant pressure
C 5 species concentration
D 5 species diffusion coefficient in liquid
f 5 volume fraction
g 5 mass fraction
g̃ 5 acceleration due to gravity

Gr 5 Grashof number,gbT(TH2TC)H3/v2

Grs 5 solutal Grashof number,gbcC0H3/v2

h 5 ampoule thickness~outside radius—inside radius!
h0 5 reference enthalpy5DH/r
H 5 ampoule inside diameter; reference length
k 5 thermal conductivity

kp 5 partition coefficient,CS* /CL* ~Eq. 8!
L 5 length of simulation domain

LA 5 translating zone length
Le 5 Lewis number,a/D
Pr 5 Prandtl number,v/a

t 5 time
T 5 temperature

u, v 5 velocities inx andy directions

Greek Symbols

a 5 thermal diffusivity

b 5 expansion coefficient
DT 5 temperature difference,TH2TC
DH 5 enthalpy of freezing

n 5 kinematic viscosity
j 5 radial segregation, (Cmax2Cmin)/Caverage
r 5 density

Subscripts

0 5 initial condition
C 5 cold furnace temperature condition
H 5 hot furnace temperature condition
L 5 liquid
m 5 at solidification front
S 5 solid
w 5 ampoule wall

Superscripts

; 5 vector
8 5 reference quantity
* 5 at solid/liquid interface
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Assessment of Overall Cooling
Performance in Thermal Design
of Electronics Based on
Thermodynamics
A method of assessing the overall cooling performance in the thermal design of electron-
ics is presented. The method is based on the optimization concept proposed by A. Bejan,
whose original idea was related to the trade-off between heat transfer enhancement and
pressure loss increase based on an assessment of entropy generation rate. The present
report summarizes the research conducted to date and presents a study on the optimiza-
tion of cooling systems.@DOI: 10.1115/1.1387025#
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Introduction
In recently produced notebook computers, the cooling system is

designed such that the user can select either performance mode or
silent mode, corresponding to high CPU speed with continuous
fan cooling, or quiet operation with low CPU speed and restrained
fan operation, respectively. This design criterion is in accordance
with the trade-off between cooling capacity and fluid pressure loss
based on the entropy generation method@1#, and is a concept that
the present author has been proposing since the 1980s. The above
example is a simple choice between performance~CPU speed!or
silent ~restrained fan operation! modes. However, if the design is
extended to allow the parameters~e.g., coolant velocity! to be
changed continuously, the design may be optimized by an overall
performance assessment using the entropy generation rate.

In electronic equipment, the temperature of each component
must be kept within an allowable upper limit, specified for each
component, from the viewpoint of operating performance and
reliability.

The power density in electronic systems is increasing due to the
high speed of operation and the miniaturization of equipment. For
example, most of the heat generated in LSI/VLSI components can
be transmitted from the component surface to a fluid flowing
through the equipment. Among the cooling techniques available,
forced-air cooling is the most widely used because it produces a
good balance between cooling capacity, reliability and economy.

To enhance the cooling capacity of forced-air cooling, thermal
resistance must be kept as low as possible by improving the heat
transfer coefficient of component surfaces through increasing sur-
face roughness or increasing flow velocity, for example. However,
increasing surface area, surface roughness and flow velocity gives
rise to an increase in flow friction loss, which in turn brings about
increased fan/blower power consumption and wind noise. Conse-
quently, an overall assessment of cooling performance must trade-
off improvements in cooling capacity with the corresponding in-
crease in disadvantageous factors.

In assessing the cooling capacity of forced-air cooling, the cool-
ing efficiency factor, defined as the ratio of allowable equipment
power consumption to blower power consumption, was once used
as the design standard@2#. However, this method had numer-
ous failings and alone cannot properly assess overall cooling
performance.

In this study, method is proposed in which convective cooling
performance is assessed comprehensively, trading-off improve-
ments in cooling capacity with the degradation in the accompany-
ing parameters. The assessment index is connected to the entropy
generation rate, which is derived from the irreversible loss of
available energy through thermal resistance and fluid friction in
convective cooling systems.

The idea of using an entropy generation rate to estimate heat
transfer enhancement was first proposed@1# as a performance as-
sessment criterion for thermal systems. Since then, many papers
relating to the entropy method have been published@3–8#. These
papers were based on the Second Law of Thermodynamics and
the main theme was that overall performance can be assessed
using the entropy generation rate or the rate of loss of available
energy.

Performance Assessment and Related Issues
Generally, in electronic equipment, the allowable temperature

elevation limit ∆Tal(K) of any component is defined relative to
the temperature profile inside the equipment. IfP(W) is the
power to be applied to components and while remaining within
the prescribed temperature limit, then the cooling capacity of the
cooling system for that component can be said to be high whenP
becomes large. To establish this, let an overall thermal resistance
from a heat source to a heat sink, such as ambient air, be
Rt(°C/W). Then, from the following inequality:

∆Tal^Rt"P,

the smallerRt is, the largerP becomes, which means a higher
cooling capacity. Consequently, the primary prerequisite for ther-
mal resistance is thatRt be as low as possible.

As conductive thermal resistance, determined by the properties
of the materials composing the heat path inside a component, is
usually sufficiently low, convective thermal resistance is the main
consideration here.

Reducing the overall thermal resistance by enhancing the heat
transfer coefficient is usually accompanied by an increase in fluid
friction loss. This is due to phenomena such as roughening of the
surface or increase in flow velocity. As a result, blower power
consumption increases.

Let the blower power of the cooling system bePb(W), includ-
ing the blower’s overall efficiency. A cooling performance factor
«5P/Pb has been defined as a yardstick of cooling performance,
in terms of the ratio of allowable power dissipation for the equip-
ment to the power required for cooling devices such as fans or
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blowers@2#. This can be considered as a kind of performance/cost
ratio in the engineering domain. In the«-assessment method, the
target is to maximize«. However, when the flow velocity becomes
sufficiently small,Pb becomes very small andP, attributable ex-
clusively to forced convection, also becomes very small. WhenPb
tends to zero,P also tends to zero and« tends to 0/0~undefined!.
When the flow velocity becomes very large, then in spite of the
increase inP, « deteriorates due to the steep increase inPb . In
this situation, assessment by« alone is inadequate. To overcome
this, an assessment criterion has been proposed in which both«
and P are made as large as possible@9#. However, even by that
proposal it remains unclear how these two factors should be theo-
retically related. Furthermore, it is still an issue that« tends to 0/0
whenPb tends to 0.

Assessment by Entropy Generation Rate
In the present report, a method to assess the relationship be-

tween thermal resistance and fluid friction loss is discussed within
the context of the Second Law of Thermodynamics.

Thermal resistance is defined as the temperature drop per unit
heat flow. Thermodynamically, when heat is transmitted across a
path having a temperature difference, an irreversible loss in avail-
able energy occurs, the magnitude of which increases as thermal
resistance increases. Furthermore, fluid friction results in an irre-
versible conversion of useful flow work to heat, which again gives
rise to an irreversible loss in available energy. This fact justifies an
assessment criterion in which the above two irreversible losses are
added and the resultant sum is minimized. The following de-
scribes a method to express these irreversible quantities by the
entropy generation rate.

In Fig. 1, letTH(K) be the component heat source temperature,
TL(K) be the fluid temperature surrounding the component,P(W)
be component power dissipation as heat flows from a hotter to a
colder place, and letpf(W) be the fluid friction power loss per
component. Out of the heat flowing from a hotter to a colder
reservoir, a part of the heat could be converted to useful work and
the maximum work would be obtained, thermodynamically, by an
imaginary Carnot process between the hot and cold sources.

The maximum work obtainable per unit time would then be
given by the formula

QW5P~12TL /TH!5P3hC , (1)

where hC512TL /TH is the reversible Carnot cycle efficiency.
QW would be, thermodynamically, the available energy. In an
electronic device however,QW is wholly transmitted to a lower
temperature sink as heat and hence lost, producing an entropy
generation rateṡ1 , where

ṡ15QW /TL . (2)

That is, the entropy generation rate is proportional to the irrevers-
ible work loss. Expression~2! is identical to another formula for
entropy generation, usually expressed as

2P/TH1P/TL5P~21/TH11/TL!. (3)

From ~1! and ~2!, after some transformation, we obtain

ṡ15P/TL~11TL /∆T!5P/TL"$11TL /~Rt3P!%, (4)

where∆T5TH2TL . Rt is the thermal resistance of the compo-
nent and is defined as∆T/P. As can be seen from Eq.~4!, an
increase inRt gives rise to an increase inṡ1 , and whenRt→0,
ṡ1→0.

Moreover,pf is also lost to the sink as heat, giving rise to the
entropy generation rateṡ2 , given by

ṡ25pf /TL . (5)

Consequently, the overall entropy generation rate becomes

ṡ5 ṡ11 ṡ2 . (6)

Making Eq.~6! nondimensional, we obtain the expression

G5TL3 ṡ/P51/$11TL /~Rt3P!%1pf /P

51/~11TL /∆T!1pf /P, (7)

whereG is the proposed entropy generation rate index number. In
Eq. ~7!, keepingTL andP constant, ifpf is increased by augment-
ing the velocity, for example, the first term (1/(11TL /∆T)) de-
creases due to the lowering ofRt . That is, the first term and the
second term (pf /P) in Eq. ~7! run counter to each other relative
to the change inpf . As Rt is a function ofpf , whenpf changes
while P is kept constant,∆T must change by∆T5Rt3P, and if
∆T is fixed as the temperature constraint, thenP must change.
Accordingly, both∆T andP cannot be kept constant at the same
time. Usually,Rt is a function not only ofpf , but also of the
structural dimensions and thermal properties of the cooling sys-
tems. Thus, it may be possible to assess overall performance by
including the influence of these parameters. However, for the
present report, onlypf and the related parameters such as fluid
velocity and heat transfer surface area will be considered.

Analysis of a Flow Model Inside a Circular Pipe
In Fig. 2, which shows a flow model inside a circular pipe for

the convective cooling of electronic equipment, the outlet tem-
perature rise with respect to the inlet is given by

TLo2TLi5@P1$~l/d!~1/2!rum
3 LS%#/~Sumrcp!, (8)

whereTLo : outlet air temperature;TLi : inlet air temperature;l:
friction loss coefficient;D: diameter of pipe;r: density;um : mean
fluid velocity; L: duct length;S: cross-sectional area; andcp :
specific heat of air.

Fig. 1 Heat flow in forced convection cooling Fig. 2 Flow model inside a circular pipe
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In Eq. ~8!, the first term gives the fluid temperature rise due to
transferred heat and the second term that by fluid friction loss.

The mean fluid temperature is defined as

TLm5~TLi1TLo!/2. (9)

To estimateTLm , the first and second terms in Eq.~8! were cal-
culated for practical and typical conditions. The values obtained
were as low as (1;10) K. ThusTLm may be kept almost constant
at 300 K, 320 K, 340 K, etc., becauseTLi is typically room tem-
perature andTLo2TLi is not very large, as seen above. Next, the
entropy generation rateṡ is to be calculated using Eq.~7!.

ṡ/P5~ ṡ11 ṡ2!/P

5@1/$11~TLmhA/P!%1$~l/d!~1/2!rum
3 LS%/P#/TLm , (10)

where h: heat transfer coefficient; andA: heat transfer surface
area. In Eq.~10!, h is calculated using Kay’s formula for gas
(0.5,Pr%1);

Nu50.02 Re0.8Pr0.55~hd!/k. (11)

Numerical Examples
Using Eq.~10!, the entropy generation rate was calculated for a

fluid velocity change with heat loadP as a parameter. The results
are shown in Fig. 3, wherel is chosen to be 0.072 as it is assumed
there are components inside the tube and consequently the inside
wall is very rough. The parametersL and d are chosen to beL
51.0 m andd50.06 m respectively, considering the actual di-
mensions of a typical electronic device.

Next, rewriting the second term in Eq.~10! using heat transfer
areaA, the following expression is obtained:

ṡ/P5$1/~11TLmhA/P!1l~1/8!rum
3 A/P%/TLm . (12)

As Eq. ~12! includes a parameterA/P, the calculation ofṡ/P
versusb5A/P gives Fig. 4, plotted withum as a parameter. As is
seen in Fig. 3 and Fig. 4, there exist minimum points of entropy
generation rates for changes inum or b. In Fig. 3, in the domain
whereum is small, the pressure drop is small while the tempera-
ture difference is large because of smallh. Consequently, the first
term in Eq. ~10! (1/$11(TLmhA/P)%) is large and the second
term ($(l/d)(1/2)rum

3 LS%/P) is small. In the domain whereum is
large, the relation is just the opposite. In Fig. 4, we can see the
same behavior regarding the relationship between the increase and
decrease of the first term and the second for the change ofb.
Because of this behavior, both in Fig. 3 and in Fig. 4, the entropy
generation rates have a minimum at moderate values ofum or b.

Experimental Data
The results obtained by applying the method described in the

foregoing sections to the experimental heater module are pre-
sented in the following. Here,Rt , a function ofpf and required
for computingG, is used~Fig. 5!.

The thermal resistanceRt was obtained by experiment@9#.
The module was constructed on a 75375 mm2 alumina substrate,
1.2 mm thick, on which 18 cooling fins, 70 mm long and 20 mm
high of 0.25 mm-thick Cu were attached. The total heat transfer
area including the substrate was 5.5731022 mm2.

Fig. 3 Entropy generation rate versus flow velocity

Fig. 5 Example of experimental thermal resistance

Fig. 6 Entropy generation rate and related parameters

Fig. 4 Entropy generation rate versus heat transfer area
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Using the above results,G was calculated withP5100 W and
TL5328 K, giving Fig. 6, which includes∆T, um , and« ~cooling
performance factor!. Here, the value ofpf was increased by in-
creasingum .

Discussion
In Fig. 6, a minimum point forG is clearly seen to exist. This

means that the optimum trade-off between thermal resistance and
pressure loss can be obtained in the sense that the entropy genera-
tion rate is at its minimum. Here, we examine in Fig. 6 the varia-
tion in ∆T, um , and« relative to the increase inpf . For P con-
stant, ∆T decreasing, andum increasing, « decreases. The
decrease in« is due to the fact that, in the termP/Pb ~Pb : blower
power!, roughly stating,P is proportional tou0.5;1, and Pb is
proportional tou3 @2#. From this, the point at whichG is mini-
mized is the point at which∆T is traded-off withu, or, since the
blowing acoustic noise power is roughly proportional tou5, it can
also be the point at which temperature elevation~and conse-
quently failure rate! is traded-off with acoustic blower noise. In
the region away from that point, there arise problems such as
excessive temperature elevation and excessive blower noise.

In other words, determining the point of minimum entropy gen-
eration seems to mean trading-off temperature elevation or ther-
mal resistance with blower noise, and finally with any other ac-
companying demerit factors.

Heat Sink Assessment by Entropy Method
The performance of heat sinks~cooling fins!for electronics use

is, usually, indicated by thermal resistance, depending on the ap-
plication objective. Another important factor is size. However, in
forced convection cooling, a crucial parameter is pressure loss,
from the point of view of blower power consumption. A report on
the assessment of pressure loss for electronics-use heat sinks has
been made by Biber and Belady@10#. Usually, pressure loss in
heat exchange systems has been assessed independently of heat
transfer capacity. By the entropy method, however, heat transfer
and pressure loss can be integrated into a unique index; the en-
tropy generation rate, and overall performance assessment includ-
ing advantages~heat transfer!and disadvantages~pressure loss!is
possible. In the present report, the entropy assessment for the fin
type heat sinks described by Biber et al., which are in practical
use in electronics, is calculated. Fin types and sizes are shown in
Fig. 7 and in Table 1. For each type, fixing the sizes in Table 1 and
changing only the numbers of finsn52;65 ~number of fin chan-
nels:n851;64!, the entropy generation rate is calculated, assum-
ing that both the base thickness and fin thickness are zero. This
assumption has been adopted in the present report for clarity of

theoretical thinking, considering that it will not significantly de-
grade the accuracy of the analytical results. The parameters are the
mean flow velocities. The results are shown in Fig. 8, along with
changes in the thermal resistanceRt(°C/W) and pressure drop
∆p(Pa) for each type of heat sink, atum58 m/s. As can be seen
clearly, for each type and for eachum , the EGR~entropy genera-
tion rate!takes the minimum at a certain number of fins. When the
number of fins is small,∆p is small whileRt is large due to the
small surface area. Thus the EGR due to temperature difference is
large while that due to flow resistance is small. When the number
of fins is large, the situation is the opposite. As a consequence, the
total EGR takes a minimum value at an intermediate number of
fins.

Heat Transfer Enhancement and Performance Assess-
ment

An overview of performance assessment for heat transfer en-
hancement in heat exchange systems was published by Shah@11#.
Most of the criteria are defined as the combination of heat transfer
~e.g., j factor! and fluid friction ~e.g., f factor!, or more directly,
the relationship between transferred heat and pumping power.
Various other criteria may be considered to be variations to this
definition. In practical industrial design, different criteria are cho-
sen, depending on whether the primary objective is to maximize
transmitted heat, minimize pumping power, or obtain the mini-
mum volume or weight under the prescribed constraints such as
component size and time.

These criteria have been verified thus far, from both academic
and industrial viewpoints, with respect to the development of heat
exchange system design. However, from a theoretical~thermody-
namic! viewpoint, it must be recognized that the field remains
largely unclear. For the sake of a clear and simple explanation, the
theoretical limit of thermal efficiency in an engine system may be
considered. As is well known, the Carnot efficiency is the thermo-
dynamic limit of heat engine thermal efficiency and is derived
from the Second Law of Thermodynamics. However, it is not so
clear in heat exchange systems as in an engine, what the theoret-
ical limit is to the overall performance including both of thermal
resistance and pressure loss. One clue to this issue will be the
entropy assessment criterion.

Comparison of Competitive Criteria and Related Issues
Performance assessment using an entropy method means theo-

retical consideration from the standpoint of the Second Law of
Thermodynamics, and neither conforms to conventional assess-
ment criteria nor totally opposes them. The conventional, practical
assessments are multi-faceted, and it is normally recommended
that the best possible criterion be chosen depending on the heat
exchange systems under consideration. Therefore, the entropy
method may be said to be a guide for optimum design from the
standpoint of theoretical thermodynamics. However, issues related
to the size~or volume!of heat exchangers have been pointed out
@12,13#. By the entropy method, the size of a heat exchanger
becomes very large at the minimum entropy generation point,Fig. 7 Fin types †10‡

Table 1 Fin geometries †10‡
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which is a disadvantage as it is then also very heavy and expen-
sive. This was also pointed out by Ranasinghe et al.@14#.

Bejan discussed the volume constraint, which is a common re-
striction for the design of heat exchangers@15#. He pointed out
that the characteristic lengthl is proportional to 1/Ns ~Ns : entropy
generation index number defined by Bejan!, and because the vol-
ume is proportional tol3, a heat exchanger that generates a small
EGR becomes inappropriately large.

The present author’s idea on this issue is as follows: The major
parameters that characterize heat exchanger performance are heat
transfer, pressure loss, and size; therefore there are three primary

assessment parameters. If two of these parameters, heat transfer
and pressure loss, are converted into a single index, the entropy
generation rate, we can assess the overall performance of a heat
exchange system using the two new parameters of entropy gen-
eration rate and size. Thus, the number of primary assessment
parameters is reduced from 3 to 2.

Some other significant observations should be mentioned. In
Figs. 3, 4, 6, and 8, the characteristic curves indicate the point of
minimum entropy generation rate for each parameter value. How-
ever, information about performance enhancement by improving
the cooling system mechanism itself is not explicitly shown. Any

Fig. 8 Entropy generation rates for heat sinks „A-E…
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improvement in cooling performance, by enhancing the heat
transfer coefficient for example, will be recognized when such
improvement causes the group of EGR curves to shift downwards
in the entropy generation graphs.

Another important implication of this approach is the balance
between system performance~e.g., computer CPU speed! and en-
vironmental assessment criteria~e.g., silence! ~Fig. 9!. For ex-
ample, in recent notebook-type personal computers, as described
previously, cooling control gives the user the option of either per-
formance~noisy! mode or quiet~low performance!mode. This
statement implies that there is a trade-off between performance
and fan power consumption; the latter attributable to pressure loss
in the cooling channel.

The author makes the observation that this cooling design con-
form to the entropy assessment criterion in the sense that two
parameters, which run counter to each other, are adjusted such that
the performance and environmental requirements are harmonized
to suit the device user.

Concluding Remarks
In conclusion, the entropy assessment method not only provides

thermodynamic basis for heat transfer system design, but also has
the practical significance of reducing the number of primary as-
sessment parameters. One important implication is that the size
parameter is, naturally, linked most directly to volume and weight
and should be considered to be one of the design constraints
within which the EGR should be minimized.

In general, the sole objective of improving the cooling of elec-
tronic systems is to increase cooling capacity, whereas the consid-
eration of accompanying demerit factors such as pressure loss
increase does not seem very important. It is commonly considered
to be sufficient to take them as subordinate constraints. However,
in forced convective cooling specifically, increases in cooling ca-
pacity can never be accomplished without corresponding in-
creases in fluid friction loss, which induces an increase in fan/
blower power consumption and acoustic noise level, both of
which are disadvantageous in electronic systems. The assessment
of the overall performance of electronic equipment including heat
transfer and pressure loss by a single index~EGR!can be consid-
ered to give a guide to an optimum design for an electronic equip-
ment cooling system from the standpoint of a balance between
cooling capacity and acoustic fan/blower noise and power
consumption.

With the present trend toward low acoustic noise requirements,
this is highly significant as shown in the previous example. If size
is chosen as a primary constraining factor, then two parameters;
entropy generation rate and size, will make well-balanced opti-
mized design between thermodynamic and technical consider-
ations possible.

Furthermore, in practical applications, the bypass flow around
heat sinks affects cooling performance. However, for the present
report, the effect of bypass flow on the heat transfer and pressure
loss characteristics are not considered.

Nomenclature

A 5 heat transfer area, m2

cp 5 specific heat of air, J/kg"K
D 5 diameter, m
d 5 ~hydraulic!diameter, m
h 5 heat transfer coefficient, W/m2"K
j 5 Colburn’s j factor
k 5 thermal conductivity, W/K"m
L 5 duct length, m
l 5 characteristic length, m

Ns 5 entropy generation index number
Nu 5 Nusselt number

n 5 number of fins
n8 5 n21 number of fin channels
P 5 power consumption, transferred heat, W

pf 5 fluid friction power, W
Pr 5 Prandtl number

QW 5 available work~imaginary!, W
Rt 5 thermal resistance, K/W
Re 5 Reynolds number

S 5 cross sectional area, m2

ṡ 5 entropy generation rate, W/K
T 5 temperature, K
u 5 fluid velocity, m/s

Greek Symbols

b 5 A/P
∆ 5 difference
G 5 entropy generation index number
« 5 performance factor
h 5 thermal efficiency
l 5 friction loss coefficient
r 5 density of air, kg/m3

Subscripts

al 5 allowable
b 5 blower
C 5 Carnot
f 5 flow friction

H 5 high
i 5 inlet

L 5 low
m 5 mean
o 5 outlet
t 5 thermal

W 5 work
1 5 first term
2 5 second term
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Three-Dimensional Visualization
and Measurement of Temperature
Field Using Liquid Crystal
Scanning Thermography
A Liquid Crystal Scanning Thermography (LCST) technique is developed and imple-
mented to visualize and measure three-dimensional temperature fields. Results are re-
ported for natural convection in a differentially heated vertical cavity. Experiments are
conducted under steady state conditions at Rayleigh numbers of about 104 with glycerin
as the working fluid. The scanning arrangement is described in detail together with the
calibration scheme, and image processing routines that enable the processing of the
thermographs and extraction of quantitative temperature information from them, includ-
ing local and global heat transfer rates. The resultant temperature fields and Nusselt
number values are computed and validated against both standard empirical relations and
numerical predictions. To date, LCT has not been used to determine Nusselt number for
enclosed fluid systems. The ability of LCST to perform this task makes this novel experi-
mental technique a useful tool.@DOI: 10.1115/1.1370514#
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1 Introduction

In recent years significant attention has been given to the de-
velopment of precise experimental techniques, ones which incor-
porate such features as: end effects, heat transfer through bound-
ary layers, and full, three-dimensional velocity and temperature
field measurements. Such measurements are necessary to develop
a better understanding of complex temperature and flow fields,
and their coupling. A three-dimensional, experimental database is
also needed for the validation of advanced fluid dynamics and
heat transfer computer codes. This paper presents the development
and implementation of Liquid Crystal Thermography~LCT! to
three-dimensional measurement of temperature field. The scan-
ning system involves a reduction in complexity compared to ear-
lier attempts@1# and most importantly that the test cell in the
present scheme is stationary. Any attempt to translate the cavity to
acquire three-dimensional data is unacceptable for measurements
related to flow field.

Liquid crystals are a class of organic material that possesses a
unique mesostable phase between the solid and liquid phases. It is
while in the mesostable phase that the unusual optical properties
of liquid crystals arise that allow for LCT. The material absorbs
and emits light at particular frequencies, as a function of its tem-
perature. Depending upon the angle from which it is viewed, one
will detect a unique frequency, a single hue, within the spectrum.
From an angle perpendicular to the plane of illumination, the fre-
quency of detection is a continuous function of temperature
through the visible spectrum from red to blue~as temperature
increases!. From a different angle, a different progression would
be perceived. Hence, the view angle becomes an important param-
eter for LCT. It must be held constant macroscopically~frame to
frame!and furthermore, it needs to be consistent over the viewing
of the image~pixel to pixel in each frame!. Farina et al.@2# re-

ported an upper limit of 25 deg for accurate color detection. It has
now become a standard practice to keep the subject within 7.5 deg
of a perpendicular viewing axis@3#.

Liquid crystals have been used in a variety of temperature field
and flow visualization experiments. Rhee et al.@4# developed a
scheme for simultaneous visualization of velocity and temperature
fields of Taylor-Gortler-like vortices in a recirculating flow. Nish-
imura et al.@5# utilized liquid crystals in a saline solution to study
the density inversion and flow structure during solidification. Da-
biri and Gharib@6# used liquid crystals to study vortex rings,
showing that even in turbulent flow, liquid crystals provide the
necessary time response and offer excellent spatial resolution.
Kimura et al.@7# and Ashforth-Frost and Jambunathan@8# quan-
tified velocity fields using Liquid crystals as tracer particles.
Ozawa et al.@9# used liquid crystals in a Hele-Shaw cell to mea-
sure temperature and flow fields. Mukherjee et al.@10,11#applied
LCT to study temperature fields in a simulated Czochralski crystal
growth system. Kowalewski et al.@12# employed LCT in a study
of internal natural convection with solidification.

Application of LCT to the study of three-dimensional flows has
been left largely unpursued. Sakakibara and Adrian@13# have pre-
sented a laser scanning technique, using fluorescence dye to mea-
sure the three-dimensional temperature distribution in water. A
scanning mirror was used to direct a laser sheet into the measure-
ment area and a fixed CCD camera grabs the scattered light from
the temperature-sensitive fluorescent dye. Some researchers have
attempted to capture three-dimensionality by illuminating multiple
planes and/or several perpendicular planes using LCT. Braun
et al. @1# used an experimental arrangement that had a ten-piece
optical train, including a 1 kW Xenon lamp. This optical train
produced a light sheet that was reportedly 0.5 to 1 mm thick. In
order to illuminate different vertical slices within the cavity the
entire optical train was set upon a positioning rail, which was then
translated. The authors focused upon the acquisition of the tem-
perature and velocity fields; no mention was made of heat transfer
coefficient measurements. Hiller et al.@14,15# and subsequently
Kowalewski et al.@12# and Wisniewski et al.@16# have made use
of three translation stages to acquire images at different locations.
From the experimental arrangement reported by these authors, it
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appears that the cavity is mobile, as well as the camera. The
choice to translate the cavity, as was done in these works,
can disturb the flow. In the present work the cavity is physically
isolated from all mobile components. Therefore, the possibility of
disturbing the flow pattern is eliminated. As a consequence of
these improvements in image acquisition, reduction in the
complexity of the number of optical components, as compared
with Braun et al. @1#, enables a rapid acquisition of multiple,
parallel images, with potential application in the study of transient
systems.

2 Experimental Arrangement
A sketch of the experimental setup, along with a sketch of the

top view of the arrangement is presented in Fig. 1. Light emitted
by a Xenon arc lamp is filtered and shaped as it passes through an
optical train to form a vertical sheet of light. A mirror mounted on
a translation stage reflects the light sheet perpendicularly. This
translation stage allows the vertical light sheet to be located at any

position across the cavity that is parallel to its front face. The light
sheet excites the liquid crystal particles within the fluid causing a
variety of colors to be emitted in all directions. A camera,
mounted on a second translation stage that moves parallel to the
optical train, acquires images of the illuminated plane.

2.1 Experimental Apparatus. A differentially heated cubic
enclosure is a classic geometry for heat transfer research, particu-
larly in the field of buoyancy-driven convection. It has inherent
three-dimensionality, even at low Rayleigh numbers, but there is a
dominant two-dimensional appearance under many controlled
conditions. For this reason, a cubic cavity with 76.2 mm sides
~internal dimension! was selected for the present experiment.

Four of the walls of the cavity are 25.4 mm thick, acrylic. The
remaining two walls are aluminum plates maintained at constant
temperatures by recirculating water. Each of the isothermal plate
assemblies is comprised of two aluminum plates and a gasket.
One piece has a U-shaped channel milled in the central region

Fig. 1 „a… Top view of the experimental setup; „b… schematic of experimental arrangement.
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leading from one corner to the opposite corner by an S-like path.
Four copper-constantium thermocouples are embedded in shallow
channels in the aluminum near the surface in contact with the
working fluid. The top of the U-shaped channel is sealed with a
gasket and clamped by the second aluminum plate. As a result of
the high thermal conductivity of aluminum and the water flow
capacity of at least 14 liter/min a uniform temperature is obtained
across the aluminum plate, generally to within 0.05°C of a mean
value. The working fluid used for the present experiments is glyc-
erin. The thermophysical properties of the fluids are provided in
Table 1 for a temperature of 25°C, which is the approximate,
mean temperature of the fluid in all the experiments.

The liquid crystals used in this study are manufactured by
Hallcrest, Inc. They have a mean diameter of 40mm with a
diameter range of 20–80mm. They are active~visible when
illuminated! in a temperature region of roughly 5°C starting at
approximately 24°C. The specific gravity is within a range of 1.0
to 1.1.

2.2 Optical Arrangement. A Spectral Energy 1 kW Xenon
arc lamp with a two-inch diameter condenser assembly is used for
the current experiments. It produces stable, consistent emission in
the visible spectrum. Upon exiting the lamp condenser assembly,
the light encounters a pair of metal plates in series that have
vertical slits. Experiments showed that slits of width 0.64 mm and
1.14 mm set at distances of 11 cm and 16.5 cm from the lamp
housing provide a well collimated light sheet when used in con-
junction with a 310 mm cylindrical lens, set 67 cm from the lamp
housing. The long focal length of this cylindrical lens gives the
exiting light sheet a width that is consistent as it travels. This lens
has a coating that reflects back the UV radiation. This restricts the
amount of unnecessary energy input to the system. Following this
is two planar mirrors to send the light sheet into the test cell. The
first mirror is mounted on a linear translation stage~discussed
later!. The mirror is roughly 130 cm from the lamp housing. It
directs the light sheet perpendicular to its previous direction~still
in the horizontal plane!. The cavity is located approximately 50
cm from the first mirror. A second mirror is positioned above the
cavity at a 45 deg angle, such that the light is directed downward
into the cavity. In this orientation the cavity rests approximately
15 cm below the second mirror. Throughout the experiments re-
ported here, the beam width remains within 2 mm.

A Sony DXC-9000, 3-CCD camera with a 50 mm Nikkor
lens is used throughout the course of the present experiments.
The camera has a pixel density of 659(H)3494(V). The
automatic white balance is deactivated and the ‘‘color tempera-
ture’’ setting used is 5600 K. The output of the CCD camera
is component RGB-sync in NTSC format. The NTSC format
has 640 vertical lines and 480 horizontal lines refreshed at a rate
of 30 frames per second. These comprise the input to the
framegrabber which discretizes the three separate signals into 256
levels ~8 bit!.

Because the light sheet to illuminate the cavity is mobile the
camera must also be mobile to maintain focus over the length of
each scan. The index of refraction of the fluid requires that the
camera be moved a distance less than the distance the light sheet
is traversed. Hence, the camera is mounted on a second translation
stage that is geared to the first by the ratio of the index of refrac-

tion of the working fluid. The two stages used are Aerotech
ATS02020 units with DC-servo motors. The U500 controller card
from Aerotech, Inc. has output channels that trigger the
framegrabber. The Programmable Logic Control code written for
the experiment contains variable inputs for the number of dwell
locations and the index of refraction of the fluid, the latter of
which is the gear ratio for the two stages. When the stages come
to rest, a dwell is initiated that lasts for the time of 6 frames~180
ms!. After 66 ms, an output channel is modified from its normal,
high output to a low output. A logic level converter circuit moni-
tors this signal and outputs a signal of proper voltage for receipt
by the framegrabber software.

The program is written such that the stages take 0.25 s for
each motion. The stage controller has a 3 ms ramp to an appro-
priate top speed and a 3 ms ramp from top speed to rest. In spite
of this there is still some vibrations emanating from the stages. To
inhibit any effects on the experimental system the camera stage is
set upon its own table with at least 1.5 mm of rubber gasket
material beneath the legs thereof. The stage carrying the~first!
mirror is separated from the underlying table by rubber gasket
material as well. The other components of the optical arrangement
are placed on this table as well. The cavity rests upon its own
table, again with rubber gasket material beneath it. Furthermore,
cinder blocks are set against the legs with Styrofoam between to
inhibit vibrations from the floor from having any effects on the
cavity.

The emf of each of the type-T thermocouples on the interior of
the plates and in the ambient is acquired manually by use of a
hand-held thermometer~Omega HH23, a resistance thermometer!.
It is common with the current system to see thermocouple fluc-
tuations of only 0.1°C across an aluminum plate with no correla-
tion to the direction of water flow within the channel or fluid flow
within the cavity. The temperature readings on the plates become
steady within ten minutes of beginning an experiment, and remain
stable~within 60.1°C! for the duration.

3 Image Processing and Calibration
Image processing is essential to suppress noise from the origi-

nal images. The noise in these images is due largely to pixels
being void of liquid crystals, though it may also be from non-
uniform liquid crystal structure and material defects in the optical
components including the walls, lens, and mirrors. The following
procedures are used to remove large portions of the noise and then
enhance the image.

Each of the red, green, and blue arrays is operated upon by a
Fourier filter in the two dimensions of the acquired images to
remove high frequency components which are mostly noise. The
resulting RGB arrays are each subjected to a further averaging
operation using a 535 window ~spot size!, to remove localized
noise. The 535 window is a matrix of all elements having a
weight of 1.0. The resultant filtered images appear ‘‘out of fo-
cus.’’ To bring back some of the sharpness that has been lost, an
image enhancement procedure is applied to the image. This is
called a high boost image preparation@17#. The scheme employed
for this experiment uses an amplifier of~9A-1! on the center pixel
inside of a 333 window with the other 8 pixels having an ampli-
fier of 21, where A is the weight factor, set at 1.5. A detail study
of the image processing parameters and their effects on the liquid
crystal thermographs is presented in@18#.

The smoothed color images are used to produce two-
dimensional temperature fields. First, the RGB values are con-
verted to the HSI color space, wherein the calibration is per-
formed. With calibration equations determined, a second
algorithm converts the hue values to their corresponding tempera-
ture values. Even after improving the contrast of the images, the
saturation and intensity is low~,0.2! at some pixels to correctly
determine the hue at that point. Such pixels at this stage are as-

Table 1 Properties of the working fluid at 25°C
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signed a temperature of 0.0, which are to be assigned a correct
temperature value based on an average of acceptable local values
in subsequent step.

Because of the conservative approach taken in assigning the
operational parameters in the above algorithms local anomalies
still exist in some cases. As a result, a cubic spline is fitted
through the temperature data along the horizontal lines from the
hot wall to the cold wall. The resulting images have smooth tran-
sitions in temperature and are free of erroneous data points. The
calibration images used to determine the color-to-temperature re-
lationship and the images captured from convection experiments
are subjected to the same image processing parameters~Fourier
cutoff, and averaging window size etc.!.

Each slice~acquired images! provides thex and y data, and
successive slices comprise the third dimension. The data is then
visualized using the IBM Data Explorer software. This software
allows for three-dimensional visualization of regularly and irregu-
larly spaced grid data, and generates intermediate points by linear
interpolation.

An accurate relationship between the perceived color and
temperature must be established for quantitative measurements.
In situ calibration helps to reduce the effects of systemic error in
the experiment, by way of it being incorporated in the calibration.
By setting the constant temperature aluminum plates horizontally,
where the upper plate is at a higher temperature than the lower, a
stably stratified conduction profile is obtained. Several other pa-
rameters allow one to describe the stratified profile as linear. Fore-
most, over the temperature range of the crystals the thermal con-
ductivity of glycerin is constant at 0.286 W/mK. Secondly, the
low thermal conductivity of the acrylic walls provide a relatively
large, though not perfect, thermal resistance. Furthermore, the am-
bient temperature is maintained near the mean temperature of the
plates during each calibration by heating an enclosed space
around the test section. Therefore, the conduction profile is not
only stable, but also linear~at least in most part of the cavity!. As
a result, the vertical location of each pixel can be associated with
a known temperature. A median value of hue for each row~height!
is then related to the temperature for that height as described
below.

The middle fifth of the conduction image is investigated more
closely ~avoiding any possible end effects!. The hue, saturation,
and intensity values for each horizontal segment are provided as
inputs to a median filter. The result is the single median hue,
saturation, and intensity value for a given vertical position. The
hue value is then plotted as a function of position/temperature.
Results are presented based on two calibration experiments for
which the temperature of the top and bottom plates are 29.95°C
and 23.4°C, and 25.2°C and 23.5°C, respectively. There is a rea-
sonable agreement~within the uncertainty of the thermocouples,
60.1°C!between the data of the two experiments for a slice at the
center of the cavity as represented in Fig. 2.

Another issue relates to the spatial location of the calibra-

tion images. There is close agreement between the data for
z519 mm, z538 mm, andz557 mm slices for the calibration
experiments as demonstrated in Fig. 3. The hue-temperature
curve shows a discontinuity, a property of the used liquid crystals.
The region where a few scattered points are visible are in the
region of purple color. These points are solely due to the camera
registering a wrong color at that spatial location, which can be
related to the fact that the crystals are not sensitive in that tem-
perature range. Since the calibration equations are decided by fit-
ting a least square curve through the points shown in Fig. 3, and
these scattered points are eliminated, from the curve fitting pro-
cess, they do not affect the measurement. Figure 3 suggests that
one set of calibration equations is applicable at any spatial loca-
tion throughout the span of the cavity. This is extremely important
for three-dimensional LCT as it greatly reduces the computational
load.

In order to fit the data as closely as possible the following
strategy is adopted; the function is separated into four regions.
Examining Fig. 2, one can see that there is a region of high sen-
sitivity from red to aqua, hue$0.0, 0.649%and a second region of
relative insensitivity, hue$0.649, 0.66%. There is a third region in
which the intensity and saturation curves are such that they war-
rant hue values be disregarded, hue$0.66, 0.95%. The fourth re-
gion, hue $0.95, 1.0%, is set to a single value of temperature,
24.25°C. The correlation equations obtained are as follows:

T56.03h324.95h211.76h124.29 for h<0.6485 (1)

T5212.71h2112.95 for 0.6485<h<0.660 (2)

T524.25 for 0.95<h<1.0 (3)

For the first region, third order polynomial provides the best fit
through the data. The fitted curve, Eq. 1 has a correlation coeffi-
cient of 0.98 and a standard deviation of 0.035 with the supplied
data. The second region has a first order equation fitted. There are
other relationships that provide only marginally better fits, but the
linear equation is simplest to implement. The fitted line, Eq. 2, has
a correlation coefficient of 0.95 and a standard error of 0.48 with
the supplied data.

4 Measurement Uncertainty
The uncertainty in temperature measurements is due to four

quantifiable sources: the thermocouple reading, machining toler-
ance, the manual cropping operation, and construction. The ther-
mometer has an uncertainty of60.05°C. Since both the top and
bottom plates are monitored by this device there is an uncertainty
of 60.1°C in the liquid crystal temperature reading as a direct
result of the thermometer.

The machining tolerance, manual cropping operation and the
construction of the cavity each affect the accuracy of the calibra-
tion of the liquid crystals. The error in the distance between the
two plates affects the linear temperature profile to which the hues
are matched. The machining tolerance is60.13 mm. This repre-

Fig. 2 Hue versus temperature relationship for two separate
calibration experiments

Fig. 3 Hue versus temperature at three Z locations in the nar-
row range calibration
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sents an uncertainty of only 0.85 percent. The construction of the
cavity, with the inherent uncertainty in the thickness of the com-
pressed gasket material, also affects the true distance between the
controlled plates. This is approximated at61 mm, an uncertainty
of 1.3 percent. In the cropping procedure, it is assumed that the
image is square. Cropped images are only accepted if thex dimen-
sion matches they dimension to within 4 pixels. The uncertainty
is therefore taken as64 pixels. Since the size is generally 440
pixels square, this represents an uncertainty of only60.9 percent.
Under the most narrow temperature difference in the calibration
experiments~1.68°C! these three sources of error, combined,
can contribute an additional uncertainty of60.05°C. Hence, the
overall quantifiable sources of uncertainty in the data sum to
60.15°C.

Other sources of uncertainty exist which are relatively insignifi-
cant or unquantifiable. There exists ‘‘dark current’’ on the CCD
arrays. This is a matter of local defects and can also be a function
of the temperature of the camera. The presence of dark current
becomes increasingly apparent as frames are compiled~added!in
the multiple exposure mode of the camera. However, even while
operating in NTSC mode with exposure times of 1/60 second the
signal-to-noise ratio is extremely high under the well-illuminated
conditions.

It would be fruitless to use a non-invasive technique like
LCT only to disturb the flow field with the introduction of a
powerful light source such that the fluid media is volumetrically
heated. To restrict the amount of energy imparted to the fluid
by the lamp, foremost, the scan time is only ten seconds. Further-
more, the spectral absorptivity of the glycerin-liquid crystal
mixture averages less than 8 percent relative to pure water for
the visible spectrum. Infrared light is emitted at low levels from
the light source. The special coating on the cylindrical lens re-
flects much of the ultraviolet emissions. Therefore the effect
that the light source may have on the flow field is considered
insignificant.

The view angle, as mentioned earlier, is an important parameter
in LCT. The minimum distance from the illuminated plane to
the camera was calculated as 28 cm in order to maintain an ap-
propriate angle for the given geometry. For the duration of the
experiments, the camera to plane distance was approximately 125
cm. As a result, uncertainty due to view angle is also considered
negligible.

The experiments performed with a vertical cavity and the cali-
bration experiments show no appreciable difference between the
consecutive scans. The uncertainty of the arrangement and proce-
dures is negligible, especially with respect to the uncertainty due
to thermocouple and cropping. As a whole the three components
produces a total of about60.15°C uncertainty in the measurement
reported here.

Errors in measurement introduced due to image processing op-
erations, which might have altered the information originally re-
corded by the camera is a tricky issue. Since a standard set of
operations with exactly same parameters are applied to both the
calibration and other experiments, errors due to modification of
any hue value is expected to be taken care of at the calibration
stage itself. However it can not be quantified in the present work
since no point measurements in the bulk of the fluid is recorded
for the present set of data. It is expected that once the feasibility
and applicability are demonstrated future studies will focus on
quantifying these errors.

5 Results and Discussion
In bouyancy-driven, internal, convective flows the developing

boundary layer of the finite fluid volume must contend with
both physical limitations as it circulates and with the coupling of
its own motion and the motion of the fluid in the core region. The
velocity boundary layer grows as it ascends the lower half of
the warm wall, entraining fluid as it progresses. Above the cen-
terline, the boundary layer expels fluid and is reduced while the

thermal boundary layer continues to expand. The core region is
almost stagnant and is stratified. Strong three-dimensionality as
demonstrated by Hiller et al.@15# is thought to arise from two
sources@19#: ~i! kinematic interaction of the recirculating fluid
with the stationary end walls, and~ii! thermally driven flow re-
sulting from a temperature gradient perpendicular to the end
walls.

The experimental results obtained here are compared with
two separate sources, literature and an in-house numerical model.
The literature serves as quantitative comparison of the Nusselt
number with two-dimensional experimental techniques compiled
over years of research@20#. As a result of the two-dimensional
origin of the correlation, it is expected that the experimen-
tally obtained results will be lower due to end-effects. The nu-
merical model serves as both a quantitative and qualitative data
source and, as a result of having been tailored to mirror the physi-
cal realities of the test section, may provide more meaningful
results.

A description of the numerical model follows below. Recon-
structed images from the numerical results directly related to one
of the sets of experimental conditions are provided as a means of
qualitative comparison. The numerical model used to generate
comparable results, an in-house computer code based on
MASTRAP3d2 @21,22#, provides both temperature data for recon-
struction and local Nusselt numbers on the controlled surfaces.
The physical properties of the fluid and solid materials are actual
values at an approximate mean temperature for the experiments of
25°C. The physical domain is well represented in the model, but
does not have a perfect correspondence. The two controlled sur-
faces are represented as isothermal surfaces as in the experiment.
However, the four acrylic walls are treated as though they were
adiabatic on the external surface when, indeed, there is convective
transfer to/from the ambient. These surfaces are able to conduct
heat laterally in the model. The no-slip boundary condition is
enforced, which gives rise to the three-dimensionality in the re-
sults. The grid employed for the calculations is 33333333,
which is sufficient for the present cases. In the experiment a grid
a 4403440321 is obtained from each scan. Local Nusselt
numbers are calculated at the measured 21 planes at 4403440
points in each plane. The local Nusselt numbers are obtained
through the temperature gradient information by fitting a cubic
spline across the two walls. From the temperature field obtained,
an average temperature profile from hot to cold wall is also ob-
tained. The slopes of this profile at the two walls are used to
compute the average Nusselt number. The slopes of the profile at
the walls are computed using only one pixel width first order finite
differencing.

The particular case for which comparison is presented has a
high temperature of 25.43°C and a low temperature of 24.05°C.
The Rayleigh number is 3.73104. Rayleigh number is defined as
follows:

Ra5gbDTL3/ga,

where g is acceleration due to gravity,b is the coefficient of
thermal expansion of the fluid,g is its kinematic viscosity,a is the
thermal diffusivity,DT is the temperature difference imposed, and
L is the internal dimension of the cavity. Figures 4~a!–~g! are Data
Explorer images of numerical data. Figure 4~a! is an image in the
orientation and position of data that is directly recorded from the
experiment at thez538 mm slice location. The symmetry exhib-
ited in this plane is precisely what one expects from such condi-
tions. The three-dimensionality becomes apparent in the other re-
constructed images. It is most clearly seen in Fig. 4~c!; notice the
curvature of the yellow and aqua regions near the hot and cold
wall, respectively. Figures 4~f! and ~g!, represent vertical planes
10 mm ~0.125 cavity! from the hot and cold wall, respec-

2Multizone Adaptive Scheme for Transport and Phase Change Processes—three-
dimensional
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tively, also exhibit three-dimensional behavior. If the flow within
the cavity were two-dimensional the temperature distribution in
these last two images and the local Nusselt number on the hot and
cold walls would be a function ofy only. Figure 5 demonstrates
that the local Nusselt number is a function of bothx andy, indi-
cating three-dimensionality in the temperature field.

5.1 Convection at RaÄ3.7Ã104. Figures 6~a!–~g! are
Data Explorer images of the experimentally acquired and pro-
cessed data for the previously stated boundary conditions. The
transitions from one color to another are not as smooth in the
experimental data as they are in the numerical data. However, on
the whole, one can see similarity in the trends for the colored
regions. There is, perhaps, greater penetration of the boundary
layers as they exit from the walls. More convincing evidence
can be demonstrated via a comparative examination of Fig. 6~c!
with Fig. 4~c!, and Fig. 6~d!, with Fig. 4~d!. One can see strong
similarity between the numerical and experimental data sets par-
ticularly along the hot wall. This is an encouraging result

Fig. 4 Temperature fields obtained from numerical calculations: „d… is the diagonal plane.

Fig. 5 Distribution of local Nusselt number on hot wall ob-
tained from the numerical results „the y and z-axis are marked
in the units of cm …
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Fig. 6 Reconstruction of experimental temperature field for Ra Ä3.7Ã104
„d… and „e… are the

diagonal planes

1012 Õ Vol. 123, OCTOBER 2001 Transactions of the ASME

Downloaded 07 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



since these figures are comprised of experimentally acquired data
from all 21 slices. Notice the temperature distributions in Figs.
6~d! and ~e!. Apart from the green region on the right hand side,
there is remarkable similarity as would be expected. Moreover, in
viewing Figs. 6~f!and ~g! one can see the same oval shaped re-
gions and surrounding regions that are visible in Figs. 4~f! and~g!.

A comparison of the numerically and experimentally obtained
temperature fields is provided in Fig. 7. To obtain Fig. 7~a! the
vertical slices of constantx value have been processed by a me-
dian filter to obtain the temperature as a function ofx only. Figure
7~b! is obtained by performing the same operation on the horizon-
tal slices of constanty value. The comparison is within the uncer-
tainty of the calibration at all points~60.15°C!. The data com-
prising Fig. 7~a!has been smoothed by the cubic spline routine
in the direction corresponding to the abscissa. The data in Fig.
7~b!, however shows the sensitivity of the results to the various
sources of uncertainty in the measurement data. There are the
issues of image acquisition and cropping compounding the dis-
crepancy in the boundary conditions between the model and ex-
periment. Considering the temperature difference for which this
experiment has been constructed, 1.38°C, and the difficulty in
resolving temperature very close to the wall, this agreement can
be considered reasonable.

The local Nusselt number on the hot wall has the same domi-
nant trend in the vertical direction as the numerical results and has
a parabolic shape in the horizontal direction less than that which
appears in the numerical results~see Fig. 8!. The Nusselt number
on the hot and cold walls is determined experimentally to be 3.68
and 2.57, respectively. The average of these two numbers, 3.12,
has an 18 percent error from the value in literature and 12 percent
error from the numerical model~Table 2!. Recall the anticipated
over-prediction by literature and consider the ambient conditions
on the four acrylic walls are not fully characterized in the numeri-
cal model. These strong similarities serve to validate the acquired
data over the entire span of the cavity, be they symmetry within
the experimental data or qualitative, direct comparison with nu-
merically generated data.

The second case listed in Table 2, in which glycerin is the
working fluid, has similar boundary condition to the first
case. With the isothermal boundaries at 24.25 and 25.32°C, the
Rayleigh number is 2.843104. Similar results are obtained. The
average Nusselt number on the two plates is 2.81, 15 percent
lower than the 3.29 predicted by the model, and 20 percent
less than the value~3.51! as determined from the relationship in
literature@20#.

Fig. 7 Comparison of numerical and experimental median
temperature value

Fig. 8 Local distribution of Nusselt number on „a… hot wall and
„b… cold wall

Table 2 Average Nusselt numbers as obtained from literature,
numerical model, and the LCST experiment
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6 Conclusions
LCT, traditionally only used for two-dimensional temperature

measurement, has been shown to be a reliable technique for the
measurement of three-dimensional temperature fields by the
newly developed LCST technique. Herein, the experimental ar-
rangement has been described in detail as well as the capabilities
and limitations of the acquisition system. The salient features of
the in-house developed image processing software have been dis-
closed. This work demonstrates that the single in situ calibration,
has an uncertainty of60.15°C, is applicable throughout the cav-
ity. Of greatest importance, it has been shown that it is possible to
calculate local temperature gradients as well as average Nusselt
number within 20 percent variations from reported values as
shown by the comparison with results from both a numerical
model and empirical relations from literature. To the best of our
knowledge, this is the first time LCT images have been used to
compute the local Nusselt number for an enclosed fluid system.

Although the scan time is currently 10 seconds for 21 images
spanning 76 mm, this is sufficiently fast for the study of many
transient, three-dimensional, convection systems. Future work
should include the reduction of the scan time for wider applica-
bility by electro-mechanical means and reconstruction methods.
Improvement in scanning time will allow the technique to probe
time dependent flow systems. This technique may also prove use-
ful in two-phase systems to map the temperature field and solidi-
fication interface in three dimensions.

To further improve the accuracy of the technique, it is sug-
gested that the following modifications in designing the experi-
ment will help. Lighting is a major factor in LCT experiments
since this determines the quality of images, which finally yields
the temperature measurement. Plexiglas containers used by the
present investigators and many of the researchers in this field can
be improved to optical quality glass materials which has a still
better light transmission properties and minimum reflection com-
pared to Plexiglas materials. Since glass has a better thermal con-
ductivity than Plexiglas, one may use two layers of glass with a
vacuum in between. For validation of the experimental technique,
however, such a high precision construction of sidewall is unnec-
essary. Void in liquid medium~absence of liquid crystal!, gives
rise to noise in the final image. This can be controlled by using
further small size encapsulated liquid crystals. This will result in
more number of particles in the fluid and fill up the voids. Al-
though this will improve the image quality, theoretically speaking
it can introduce more seeds into the flow and comparatively more
disturbance to the medium. Resolution of color band near the
walls, which are at the two extreme ends of the color spectrum
can be increased by using two different bands of liquid crystals.
This will stretch the color spectrum near the walls and may result
in better approximation of the wall heat transfer calculations.
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Introduction
Natural convection in a horizontal enclosure heated from below

~Rayleigh-Benard flow! arises from density instabilities within the
fluid if a body force, normally gravitational, is present. Density
gradients occur in many natural environments and may result
from non-uniform temperature or concentration distributions. If
the density instability exceeds a critical value, characterized by
the Rayleigh number~Ra!, the buoyancy forces are able to over-
come the viscous forces, and convective motion begins. A com-
prehensive review of Rayleigh-Benard flow is available in
Koschmieder@1#.

As the Rayleigh number is increased beyond the critical value,
the motion of a Boussinseq fluid will take the form of two-
dimensional rolls. Rossby@2#, Krishnamurti@3# and Willis, Dear-
dorff and Somerville@4# have shown that the roll diameter in-
creases with the Rayleigh number. As the Rayleigh number is
increased further, the fluid motion evolves from two-dimensional
through three-dimensional steady state flow to time-dependent
flow before becoming turbulent. The occurrence of these transi-
tions is strongly affected by Prandtl number~Pr! ~Krishnamurti
@5#, Busse@6#!.

The relationship between the Nusselt number~Nu! or Sherwood
number~Sh! and the Rayleigh number is of both engineering and
scientific significance, and has been the focus of many theoretical
and experimental studies. The classical scaling of Nu;Ra1/3 is
predicted by mixing-length theory assuming the thermal boundary
layer is independent of the cell height. Several experiments sup-
port the Ra1/3 relationship, including Goldstein and Tokuda@7#
and Goldstein, Chiang and See@8#. However, many other experi-

mental studies, including Garon and Goldstein@9#, Heslot et al.
@10#, and Castaing et al.@11# reveal a scaling law relationship
Nu;Ra2/7.

The advantages of an electrochemical system over conventional
heat transfer include better control of boundary conditions, elimi-
nation of sidewall conduction and radiation effects allowing more
precise measurements, and the direct determination of mass trans-
fer rates from the electrical current. Electrochemical systems use
high Schmidt number~Sc!fluids and using the heat-mass transfer
analogy, these results can be extended to high Prandtl number heat
transfer situations.

The present investigation was undertaken to provide a link be-
tween the high Schmidt number/high Rayleigh number mass
transfer experiments of Goldstein, Chiang and See@8# and the
high Prandtl number heat transfer data available at lower Rayleigh
numbers. Mass transfer data is taken in the range 104,Ra,108

and compared to the high Prandtl number data of Rossby@2# and
the moderate Prandtl number data of Garon and Goldstein@9#,
Rossby@2# and Goldstein and Tokuda@7#. A relationship in the
form Nu;Ran is developed and cathodic deposition patterns are
analyzed for flow patterns.
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Electrochemical Mass Transfer Technique
Electrochemical systems use an externally applied potential

across two electrodes, the anode and cathode, to induce current
flow through an electrolytic solution. The current system is similar
to that of Goldstein, Chiang and See@8#. The electrolytic fluid is
CuSO4 , and the passage of current through this aqueous solution
is caused by chemical reactions creating Cu11 ions indicating the
dissolution of the copper anode and the deposition of copper onto
the cathode. The sulfate ions remain essentially inactive.

The mass transfer data is correlated using the Sherwood,
Schmidt and mass transfer Rayleigh numbers,

Sh5
hL

D
(1)

Sc5
m

rD
(2)

Ra5
gDrL3

rnD
, (3)

which are analogous to the Nusselt, Prandtl, and Rayleigh num-
bers for heat transfer, respectively. The Sherwood number is cal-
culated usingh, the mass transfer coefficient,

h5
~12t i !I

niFDCi
. (4)

Figure 1 shows a schematic of the apparatus used in the present
study. The test cell consists of two flat and horizontally oriented
copper rod electrodes separated by a plexiglass disc with a circu-
lar hole reamed through its thickness. The rods are each 11.7 mm
in diameter and fabricated of OFHC copper. The longitudinal sur-
faces of the rods were rendered inactive with a 0.018 mm thick
coating of Paralene, an organic film known for its resistance to
chemical attack.

The plexiglass disk is 114 mm in diameter and 31.8 mm thick.
A circular hole with a diameter of 11.8 mm running through the

thickness forms the electrochemical test cavity. The electrode
spacing can be varied from zero to 18 mm. The clear sidewalls
allow the inspection of the test cell for entrapped air prior to
operation. A horizontal channel drilled in the plexiglass cell casing
permits the injection of the electrolytic solution.

The power supply is a fixed current source providing a 9.0 V
DC current, stable to within 0.03 percent. Temperature measure-
ments are made with a calibrated Teflon coated iron-constantin

Fig. 2 Comparison of present data to high and moderate
Prandtl number studies

Fig. 3 Cathodic deposition patterns: „a… RaÄ2.0Ã103; „b… Ra
Ä1.0Ã104, and „c… RaÄ1.2Ã106.
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thermocouple located within 0.76 mm of the test cell wall in the
plexiglass casing. The post-test copper concentration differs from
the initial concentration by 5 percent and is determined using
atomic absorption analysis. The estimated uncertainty is61
percent.

Each run is started at low current levels and progresses to
higher currents. At each current setting, convection in the test
cavity is allowed to come to steady-state and the value of potential
and current are recorded. The characteristic diffusion time of the
experiments ranges from 2–5 minutes, and in most cases, one
diffusion time is sufficient to get a steady-state signal. At the
lowest Rayleigh numbers, the post-test copper concentration may
change over the test period by up to 5 percent and is determined
using post-test atomic absorption analysis. Longer test periods
may result in larger changes in copper ion concentrations, so tests
are terminated immediately after the limiting current has been
reached.

Results

A total of 19 runs are reported, covering the range 2.263104

<Ra<5.033108 and 1800<Sc<2150. Electrode spacing varies
from 0.635 mm to 17.78 mm. Since Ra is varied by changing the
electrode spacing, aspect ratio is not an independent parameter in
this experiment.

A least squares fit (Sh5cRam) to the data yields the following:

Sh50.139Ra0.293 (5)

with a standard deviation of 2.8 percent. Considering the uncer-
tainties of the measured parameters,~64.6 percent in Ra,64.0
percent in Sh!, a 95 percent confidence limit is set for the coeffi-
cient of Eq.~5! at 0.112<c<0.190 and 0.277<m<0.302. This
corresponds closely to a 2/7 power law relationship.

The data for the present experiment is compared to the high
Prandtl/Schmidt number experiment of Rossby@2# in Fig. 2. The
present data and fit compare favorably to Rossby’s correlations for
Pr5200 (Ra50.184Ra0.281). Rossby’s fit is consistently higher
than the current data, but remains parallel to it throughout the
entire range. Figure 2 also shows a comparison of the current data
to the moderate Prandtl number studies of Tokuda and Goldstein
@7#, Garon and Goldstein@9#, and Rossby@2#. Despite the large
difference in Prandtl~Schmidt! number, the correlations agree
well, indicating only a weak effect of Prandtl number on heat
transfer.

For Ra,23106, deposit patterns which illustrate the flow pat-
tern appear on the cathode. As can be seen in Fig. 3, the size of the
two-dimensional cellular pattern increases with Rayleigh number,
as would be expected according to the work of Rossby@2#, Krish-
namurti @3# and Willis, and Deardorff and Somerville@4#. The
patterns are quantitatively similar to those observed by Rossby
@2#. As the Rayleigh number is increased further, the fluid motion
evolves from two-dimensional through three-dimensional steady
state flow to time-dependent flow before becoming turbulent. This
more chaotic flow does not leave a discernible deposit pattern.

Summary
A series of experiments was conducted to study electrochemical

mass transfer across a horizontal fluid layer at moderate Rayleigh
numbers. The use of an electrochemical system allows direct

analysis of mass transfer rates and the precise control of the
boundary conditions. In addition, using the heat-mass transfer
analogy, the high Schmidt numbers~Sc!, 1800–2150, provides
information on high Prandtl number~Pr! convection for which
there is limited data. The resultant data provides a link between
the high Schmidt number/high Rayleigh number work of Gold-
stein, Chiang and See@10#and the high Prandtl number heat trans-
fer data available at lower Rayleigh numbers.

For 104,Ra,108, the relationship between Sherwood number
and Rayleigh number is given by Sh50.139Ra0.293. These results
agree well with both the existing high and moderate Prandtl num-
ber data in the range 104,Ra,109.

The observation of cathodic deposit patterns for Ra,23106

provides qualitative evidence of the similarity between flow struc-
tures in the heat transfer and mass transfer processes. Distinct
cellular patterns, which increase diameter with Ra, are formed on
the cathode.

Nomenclature

DCi 5 concentration difference in speciesi
D 5 diffusion coefficient of copper sulfate
F 5 Faraday’s constant
g 5 gravitational constant
h 5 mass transfer coefficient
I 5 current density
L 5 electrode spacing
ni 5 valence of the transferred ion

Nu 5 Nusselt number
Pr 5 Prandtl number
Ra 5 Rayleigh number
Sc 5 Schmidt number
Sh 5 Sherwood number
m 5 dynamic viscosity
r 5 density
n 5 kinematic viscosity
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